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New Trends in Artificial Intelligence and Human
Language Technologies

Mohsen Rashwan

Electronics and Communications Department, Faculty of Engineering, Cairo University

mrashwan@rdi-eg.org

My talk will start by reviewing the new trends in the area of Artificial Intelligence
(Al) and their effect on the life of the humanity. A review of the main factors affecting
the advances of Al field includes data, algorithms and hardware. | will discuss the value
of the data relative to the other factors. New trends in algorithms that will include
supervised, unsupervised and reinforcement models of training. New advances in
cognitive sciences that contribute in developing new era of intelligent machines that can
learn adaptively and continuously will be introduced.

Then I will focus on the most evolving trends and applications within the field of
Human Language Technologies that will include: Chatbots, machine translation, data and
text mining, automatic speech recognition, OCR systems and more. | will end up with the
main challenges and opportunities that facing the advance of the Arabic language
technologies.
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Abstract— one of the most relevant today’s problems is caused by the rapid growth of the web, which is called information
overloading. It has increased the necessity of more sophisticated and powerful summarizers. This paper shortly introduces a
historical overview along with the advancement of automatic text summarization and the most relevant approaches currently
used in this area. In this paper, the proposed automatic text summarization system involves different stages: sentences extraction
stage, syntactic analysis stage, and generation stage. Finally, the evaluation summarization process will be discussed.

Keywords: Text summarization (TS), Multi-document Summarization (MDS), Arabic Query-Based Text Summarization
System (AQBTSS), Arabic Concept-Based Text Summarization System (ACBTSS).

1 INTRODUCTION

Electronic documents are produced and made available on the internet each day, so everyone should benefit from this
revolution of information. The crucial way to access these documents and get the gist of it is to be able to extract the content
of these documents and utilize from the information existing in these documents. The summarized text simply has to be
shorter than the original text, it can be from one or more documents and contains only the important information. Therefore,
when we extract this summarized version from a certain source or sources by means of a computer, i.e. automatically, we
call this Automatic Text Summarization. It is worth mentioning that automatic text processing is a re-
search field that is currently extremely active. Automatic text summarization, aims to reduce the size of a text while
preserving its information content. A summarizer is a system that produces a condensed representation of its in-
put’s for user consumption [1].

Radev et al. (2002) defines a summary as “a text that is produced from one or more texts, that conveys important infor-
mation in the original text(s), and that is no longer than half of the original text(s) and usually significantly less than that”
[2].

In order to generate a summary of a document or a sentence, we have to identify the most significant pieces of information
that exist in a document or a sentence, omitting the redundant information and reducing details. A summary can be em-
ployed in anindicative way — as a pointer to some parts of the original document, or in an informative way — to cover all
relevant information of the text. In both cases, the most important advantage of using a summary is its re-
duced reading time [1]. Summary generation by an automatic procedure has also other advantages: (i) the size of the
summary can be controlled; (ii) its content is determinist; and (iii) the link between a text element in the sum-
mary and its position in the original text can be easily established [1].

Summarizing a text or a sentence requires work in natural language understanding, semantic representation, discourse
models, world knowledge, and finally natural language generation.

Text summarization can be implemented in many applications that will help in facilitating life, for instance we do not have
the time to read news with all its details, so we can summarize news to SMSs or to news mobile applications that will save
time. Text summarization can be used to teach the computer how to read synthetically a summarized text because written
texts can be boring and long. In addition, one of the most important applications of that TS can be implemented in is the
search engines where a compressed description about each result is needed. In addition, businessmen need fast summaries
for their reports and documents, researchers need a tool to generate fast summaries for their references, and many people
with different needs need such application.

Although research on text summarization has started in the 1950s, only little work was done in the first 30 years; the
progress was slow. Due to the lack of powerful computers and Natural Language Processing (NLP) techniques, early work
focused on the study of text genres such as position and cue phrases. From the 70s to the early 80s, Artificial Intelligence
(Al) was applied. The idea was to employ knowledge representations, such as frames or templates, to identify conceptual
structures of a text and find salient concepts by inference. In the 1990s, because of information explosion in the World
Wide Web, automatic text summarization became crucial to reduce information overload and this brought about its renais-
sance. It could be used for different purposes and different users and, thus, various types of summaries have been con-
structed. There were many attempts to construct an automatic text summarizer, therefore the field of automatic Text Sum-
marization (TS) has experienced a big growth because of the new technologies and the amount of information that World
Wide Web brought to us [2].
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We propose a system that uses different stages in order to summarize documents. The first stage is responsible
for extracting the most informative sentences of the document. The second stage is responsible for excluding the constitu-
ents that does not convey informative meaning. Each stage will be described in details.

In the following section, we will illustrate the different approaches of Automatic Text Summarization. Section 3 presents
the existing summarizers systems for Arabic and other languages. Section 4 introduces the proposed system and the pro-
cessing stages; it also presents the types of constituents that are considered non-essential in a certain summary. Section 5
will discuss the different methods that are used to evaluate any automated text summarizer and evaluate the proposed
system. Finally, section 6 will conclude the paper.

2  AUTOMATIC TEXT SUMMARIZATION DIFFERENT APPROACHES

In the recent years, many approaches have appeared due to the huge amount of information overloaded on the Web, but
there are two dominant approaches of summarization:

A. Extraction approach

This approach makes use of different properties of the text to weight the sentences by using a combination of statistical
heuristics. Each sentence in the text is assigned a score using a combination of statistical heuristics [3]. The sentences are
sorted in descending order according to their score values and an appropriate number of the highest scored sentences are
selected from the text to form the summary according to the summarization ratio. The sentences that have the highest scores
are considered very important and included in the summary.

Extraction is mainly concerned with judging the importance or the indicative power of each sentence in a given document.
All sentences are first rated in terms of their importance, and then a summary is obtained by choosing a number of top
scoring sentences [4].

B. Abstraction approach

The abstraction approach involves simplifying and condensing the text. When text summaries are created manually using
the abstraction approach, humans read the text, reinterpret it, and rewrite it [3]. Producing abstracts is not a simple task
because central topics have to be identified, topics have to be interpreted, and then the summary is generated. The abstrac-
tion approach is much more difficult to be programmed than extraction, therefore extraction is the more commonly used
approach in automatic text summarization [3].

3 EXAMPLES OF EXISTING SUMMARIZATION SYSTEMS
This section illustrates different systems of automatic text summarization for different languages. Much work has been
done on automatic text summarization. Natural language processing for Arabic language is more sophisticated and needs
much time compared with the accomplishments in English and other European languages. These languages are discrimi-
nated from Arabic by their writing direction that flows from right —to- left, capitalization to identify proper names, acro-
nyms, and abbreviations. Furthermore, they are rich with corpora, lexicon, and machine— readable dictionaries, which are
essential to advanced research in the different areas [5].The actually implemented systems can be divided into two catego-
ries: Systems implemented on Arabic languages and other systems implemented on other languages rather than the Arabic:

A. Arabic Text Summarization Systems

There are number of Arabic text summarization systems. The Arabic Query-Based Text Summarization System, the Arabic
Concept-Based Text Summarization System [5], Sakhr summarizer, Lakhas Arabic summarizer, and the summarizer of
Aramedia.

1) The Arabic Query-Based Text Summarization System (AQBTSS): It uses standard retrieval methods to map a
query against a document collection and to create a summary [5]. This system gives a summary for the document
in accordance to the organized query.

2) The Arabic Concept-Based Text Summarization System (ACBTSS): It creates a query-independent document

summary. It uses a bag-of-words representing a certain concept as input to the system [5]. The summarization is
sought consistent with the sentences that best match the query or the concept.
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3) Sakhr Arabic Summarizerl: It is a commercial online Arabic text summarization system available on the web. It
should be noted that the system was only a beta release at the time we performed our experiments. It provides
companies with short text summary for each item using a prioritized list of key sentences and gives the ability to
select a specific level of summarization. The summarizer consists of a set of text-mining tools to identify the most
relevant sentences within a document and displays them in the form of a prioritized list of key sentences [6].

4) Lakhas: It is a text summarization system using extraction techniques. It is the first Arabic summarization system
to be formally evaluated and compared with English competitors in an evaluation competition [7].

5) [@Aramedia: It is a summarizer used for summarizing Arabic and English documents. Based on linguistic analysis
of the document, it extracts the main ideas to make it possible for the user to preview these ideas instead of reading
the whole document, thus saving time and effort.

6) Ikhtasir: is an automatic extractive Arabic text summarization system where the user can cap the size of the sum-
mary. The system does not require learning and employs Rhetorical Structure Theory (RST) along with a sen-
tence-scoring scheme, where individual sentences are scored. The scoring will be used to decide the importance
of each sentence in the text. The system does not require any training and has the unique feature of enabling the
user to define the size of the final summary itself through number of sentences, or number of words, or as a
percentage of the original. The Ikhtasir algorithm is an eight steps process. These are: Sentence segmentation,
Word segmentation, Stop-words removal, Root extraction, Frequency computation, Generation of RS-tree, Sen-
tence scoring and finally, we generate the summary within the user prescribed size [8].

B. Non-Arabic Text Summarization Systems

1) Copernic SummarizerBl: It is statistically based and deals with four languages. After many years, support for
Copernic Summarizer ended on April 30th 2016. The various engines behind Copernic Summarizer are no longer
updated or fixed. Since October 1st 2015, all versions of Copernic Summarizer are no longer available for down-
load or purchase. Copernic no longer supports, updates or provide technical support for Copernic Summarizer.

2) Pertinence summarizer™: It performs linguistic processing over a document and evaluates the pertinence (the
relevance) of its sentences.

3) Kify Text Summarizer®: It uses text semantic indexing and some clever mathematics, the summarizer decides
which parts of a document are important by analyzing the content.

4) SweSuml® : It is the first automatic text summarizer for Swedish. It summarizes Swedish news text in
HTML/text format on the WWW. SweSum is based on both statistical and linguistic methods as well as heuristic
methods. SweSum uses a 700.000 word entries dictionary. SweSum is also available for Danish, Norwegian,
English, Spanish, French, Italian, Greek, Farsi (Persian) and German texts. It has been evaluated and its perfor-
mance is estimated to be as good as the State of the art techniques, for English, i.e. an average of 30% summary,
compression, of 2-3 pages news text gives a good summary.

5) MEAD!: It is the most elaborate publicly available platform for multi-lingual summarization and evaluation.
The platform implements multiple summarization algorithms such as position-based, centroid-based, largest
common subsequence, and keywords. The methods for evaluating the quality of the summaries are both intrinsic
and extrinsic. MEAD implements a battery of summarization algorithms, including baselines (lead-based and
random) as well as centroid-based and query-based methods.

[ http://textmining.sakhr.com/
[ http://aramedia.com/summarization.htm

B3 http://www.copernic.com/en/products/summarizer/

[ https://www.office-forums.com/threads/pertinence-summarizer-multilingual-software-of-automatic-text-summarization.2217612/
1 http://text.kify.com/

61 http://swesum.nada.kth.se/index-eng.html

[7] https://people.dsv.su.se/~hercules/textsammanfattningeng.html
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4 THE ARCHITECTURE OF THE PROPOSED SYSTEM
The proposed system depends on different stages in order to generate a summarized version of documents. The first stage
involves extracting of the most important and informative sentences in the document. The second stage involves excluding
the less important constituents, the ones that do not contribute to the meaning of the document. Each stage will be described
in details in the following two subsections:

A. Sentences extraction stage

The summarization system selects the top most important sentences to produce a summary. Many indicators should be
taken into consideration while selecting the important sentences. For example, the context in which the summary is created
may be helpful in deciding the importance. The type of the document (e.g. news article, email, scientific paper) is another
factor which may impact selecting the sentences. Moreover, the sentence length, word frequency, and the number of topic
words the sentence contain, they are all helping factors in determining the most important sentences. Then, an importance
score is assigned to each sentence. The score of a sentence represents how well the sentence explains some of the most
important topics of the text. The score is calculated by aggregating the evidence from different indicators. Identifying the
topic could be achieved by making a list of certain words for each topic; these lists have been compiled based on how
frequently the words have appeared in the training data for each topic as in Figure.1. The system depends on three linguis-
tics resources, namely; the word-net, UNL encycolopedia, and EDGES.

EDGES: is the Entity Discovery and Graph Exploration System, a user-friendly visualization tool used for exploring se-
mantic networks by enabling concept (words of the document) expansion, collapsing and navigation. For more information,
see [9].

UNL Encyclopedia: It is also known as UNL Example Base; it contains semantic relations between UWs along with a
degree of probability. It is built automatically by analyzing large corpora, thus, it comprises information that is related to
the probability of occurrence rather than the possibility of occurrence. It is the only component in the UNLarium framework
created based on the statistical approaches. For more information, see [9].
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Fig.1. a list of topic words for each topic
B. Syntactic Analysis stage

This stage utilizes the output of the sentence extraction. This stage includes identifying which constituents could be omitted
and which are vital, as most sentences could include two types of constituents: incident and principal constituents. The
incident constituents are less important than the principal ones [5], for example a sentence like as in (1):

sentence 1) “Auyaal) ) lalua algll Caad”

The subject " d"and the verb "—3" are the principal constituents of the sentence, while ‘lalusa’ is an incident constituent.
Omitting the incident constituent in this sentence “slua” will affect neither the grammatical soundness, nor the content.

The system represents the constituents of each sentence using X-bar theory in order to categorize them into incident and
principal.

In X-bar theory, the head should be determined first, which will determine the type of phrase, and then the specifiers,
complements, adjuncts, and conjunctions will be decided accordingly. X-bar postulates the similarities between different
categories of lexical phrases by assigning the same structure to all phrases as shown in figure 2;
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XP

spec XB

XB adjt

l X i comp

Fig.2. Basic X-bar Structure.

The claims represented in the schema in figure 2 are the following: All phrases are projected from lexical categories in
the same way and a head (X) subcategorizes for all and only its sisters, moreover specifiers are optional and there may
be words or phrases. There are two basic rules that cover all the lexical categories as shown in rule (1).

rule 1. Phrase Structure Rules:

a) XP =>Specifier XB
b) XB =X Complements

In the trees generated by rules (1), the top node (corresponding to the left side of the rule) is known as the mother node,
with the two daughters introduced by the right side of the phrase structure rule. The daughter nodes at the same level are
known as sisters, the two sister nodes in the right side are the specifier and XB (Intermediate projection) in rule 1 (a).

The head, specifier, and complement for each category should be determined in order to draw the simple and complex
phrases as well as complete sentences in X bar theory.

X-bar theory focuses on drawing the tree of the deep structure of the sentence by placing specifiers, complements, and
adjuncts in the subtree of their constituent. Adjuncts are removable but for complements and specifiers, the head of the
sentence should be examined. For example, in nominal phrases (NPs), if there is an article, it is considered as the specifier
of the NP and it cannot be removed, but in adjectival phrases (JPs), the specifier is always an adverb, and in this case it
can be removed. So here, we will divide the constituents into two main divisions: complements, and modifiers which are
optional [5].

For some nominal heads, complements are mandatory as we have already established, but for the other types of heads,
complements may be mandatory or optional. This depends on two things, first the lexical head category, and second the
head instance (lexical entry). The lexical entries are assigned with linguistic features which is a set of linguistic information
developed to describe every Arabic word. Arabic words in the developed system are described on different linguistic levels:
morphological information, morpho-syntactic information, syntactic information, and semantic information. Details about
the dictionary and each linguistic feature is described in details in [10].

The same with prepositions which require a mandatory complement. The important thing here is that once we have all the
subcategorization information for a certain head, we can decide if it has a mandatory or an optional complement. Applying

the X-bar theory on Arabic has been described in details in [10] and [11].

During the syntactic analysis stage, the developed summarization grammar marks the constituent that should be deleted
and could decide the constituents that should not be deleted. For example, consider sentence in (2) and its syntactic repre-
sentation in figure 3:

sentence 2) “Cull 8 AedAdl (paiud A7
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Fig.3. The tree of the sentence “cull 8 &AL (i A7 in by X-bar representation.

\

In figure 3, there are two prepositional phrase “Aadally” and “canll &7, the summarization grammar could identify that the
PP “4alaly” is the complement of the verb “cr=ind which should not be deleted; however, the second PP “cud) & is the
adjunct, so it should be deleted. The summarlzatlon grammar has the ability to discriminate between the two PPs in the
sentence in (2) and capable of deciding which PP is incident and which one is principal.

Moreover, the summarization grammar could detect that some constituents which have specific grammatical functions
could be deleted from a document during the summarization, consider the highlighted constituent in the document in figure
4 which have the following grammatical functions:

et Sl cads A8 gal) aclews dads e g o)

\.s_ih_)‘_._-l,_rh\_-.u:.-t_._.,}nj_.\_alhej;r\,_,S.Mt,}s.:._u_qs)_.__,lj ?Tau_.ﬁ__b_._..___u_,lllac,\.ﬂl}a:.._..‘;(l
AL gall andain e Jalall Ledl i (o Aol e gelbsd

psas b odaBA lao gasm o gla Cla W0 AmSlSo: o BT W LS S ) le go Gf U8 e Y Amdis=n e
B B e T P L | . . e | L e L A U P L T LY (IS |
. TP A | PP P~ R T WO O {1 T | T IR R Bl

A gl am e o cpanta W S e a0 mabe ey tis peall 0] S il cam Bl e g3 3l Lea g

Aaloeall ol pBU ) DASE o la W AallS )l lemu g B L NS el 80 it o0 =l sass 0 o=
ot Y e el g Jladl g s B0 S aadaniy o ga i Cue gladiall g Ada )

s el Al i me T Aa) e gl U eS8 e ey 5 Lgtom b o Saal i) il gEal s
il h2) Aa] foasm o md DDA gl TRt g e e L e LI R B LI S T ) L
N I L

Fig. 4. Original Document
a. Appositions

The phrase “ S o P does not give a distinct meaning when it is followed by a proper noun which is considered as
the specifier of the preceding verb.

b. Adverbial phrases
The phrase s "y )l Zlaat" sliul 4aliié) (U5 does not add additional information to the sentence's meaning.
c. Relative clauses

The relative clause “US 5 e L sy Wi % S s mainly a redundant clause to the previous chunk or word. It is considered
an incident constituent that should be deleted.
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In figure.4, the highlighted sentences represent the sentences, which had been excluded because of their little to no
addition or effectiveness in the meaning of the entire document. In figure.4, the original text counts 192 words. The manual
reference of the document in figure.3 counts 90 words, while the automatic summarized text counts 101 words as shown
in figure 5.

2 Ly BTl ol Ladi ple g

Ll 5 8y s b g peal) Al o il 2 a0 A3 a0 5 5 55 of ole sl cuk cn s J8

A s e

JE s gy (LS 5 oy sl N aclall ga ) Ak i 4tdS G len i il
e lay y cildgy

ol Lanpan s il Y Al o8 Y LS 1 o e 5ol JB
ceomila Y JS a3 Ciulat o s jpeal) (SO candl 2 gl ey
ctla ) AadlSal Lpany 4 La S Jaiti A pall ) S ) a1 ST

Ala) il e e o iy gaall SIS (e el ad) A6 g2 0 JU cpalaBY) il giall Ja s
Ol g galaiBY) saill 5aly ) e

Fig. 5. The automatic summarized document

There have been 100 documents that were chosen to be summarized manually. This data was divided into two-
thirds to be used as training data and one-third to be used for testing. The training data was summarized manually by four
persons. As a result, four manual references were built and were ready for testing the automatic text summarization outputs.
The manual summarization texts were obtained through several steps: firstly, reading the whole document carefully. Sec-
ondly, extracting the highlights of the document. Thirdly, assigning to the document the category it belongs to and choos-
ing a title for the topic. Finally, selecting only the informative sentences or phrases “principles” and ignoring the ones that
are not equally informative. These manually summarized documents were used as a reference data.

There are two engines that are used in the Arabic automatic summarization during the linguistic processing stage, the first
is Interactive ANalyzer (IAN) which is used in the analysis process [10], the second is dEep-to-sUrface natural language
GENErator engine (EUGENE) which is used in the generation process [11]. The syntactic analysis produces the output in
a certain format and the generation tool is responsible for producing an Arabic text.

5 EVALUATION
Evaluating of an automatic text summarizer is not a simple task. There are many tools and measures that can be used to do
the evaluation, but most of the researches agreed that there are two main points that have to be measured in the summary:
the Compression Ratio (CR) (how much shorter the summary is than the original) [12] ,[13] and [14] and the Retention
Ratio or Omission Ratio (RP) (how much information is retained).

CR = length of Summary / length of Full Text.
RR = information in Summary /information in Full Text.

In the developed proposed system, the evaluation process consisted of two parts. The first part of the evaluation con-
sidered the extracted sentences only; the output is compared to the reference, which was manually summarized. The second
part considered the omitted sentences, also the automatically omitted sentences were compared to the manually omitted
sentences. The results have shown a high degree of similarity in terms of either selecting or excluding sentences.

6 CONCLUSION
The history and the definition of the automatic text summarization were discussed in details. Some examples of the existing
summarization systems have been mentioned. The attention was paid to the techniques that are used and the different
approaches in this field. A distinction has been made among the different types of constituents that can be removed from
the original text. The evaluation of the developed summarization system has been done manually.
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Abstract— Word Sense Disambiguation (WSD) is the process of selecting a sense of an ambiguous word in a given context from
a set of predefined senses that usually come from a dictionary or thesaurus. In Arabic, the main cause of word ambiguity is the
lack of diacritics of the majority of digital documents, so the same word can occur with different senses. In this paper, we present
a Lexical Semantic Annotated Resource (LESAN) for Modern Standard Arabic which depends on the Morphological Annotation
stage of ICA to help in building Arabic NLP systems. The used semantic lexicon is a lemma based lexicon and each word is
assigned the suitable lexical semantic meaning according to its context and its selected lemma/tag in the morphological analysis
stage.

Keywords: Word Sense Disambiguation; Arabic Text; local context; global context; Arabic WordNet; Semantic Similarity.

1 INTRODUCTION

Human language is ambiguous; many words can have more than one sense that is dependent on the context of use [10].
Resolving ambiguity is one of the most difficult Natural Language Processing (NLP) tasks which may appear due to that
words can have different meanings depending on the context in which they occur [9].

Arabic is a language of rich morphology, both derivational and inflectional. Due to the fact that the Arabic script does
not usually encode short vowels and omits some other important phonological distinctions, the degree of morphological
ambiguity is very high. In addition to this complexity, Arabic orthography prescribes to concatenate certain word forms
with the preceding or the following ones, possibly changing their spelling and not just leaving out the whitespace in between
them. This convention makes the boundaries of lexical or syntactic units, which need to be retrieved as tokens for any
deeper linguistic processing, obscure, for they may combine into one compact string of letters and be no more the distinct
‘words’ [14]. The average humber of ambiguities for a token in Modern Standard Arabic (MSA) is 19.2, whereas it is 2.3
in most languages. Arabic is a highly structured and derivational language where morphology plays a very important role
[9].

To detect the different meanings of the same word form, we need first to detect its different morphological analyses
according to the context in which it occur as table 1 shows:

TABLE |
MORPHOLOGICAL ANALYSES OF THE WORD FORM *(J2& WITH SOME OF ITS MEANING

Morphological Tag Sense Context
Analysis

e Past Verb aa A Gl haaall e
Ao B Calag | dGda sl Cullidl) Gadlill dasll Gt (e
Ootat 1A Jl G s L) e
e NOUN RN Go 0y 5 PN JUal)) jlab A8 6 At (e
wosula o) e e Gie dlaas
] sl

Word sense disambiguation (WSD) has long been a central question in computational linguistics, and in recent years the
literature has been a large number of advances as a result of three main factors: an increased attention to machine learning
techniques, widespread dissemination of sense inventories, and availability of large corpora and the means to do broad-
coverage identification of relevant linguistic features in them [5].

Word sense disambiguation (WSD) is an intermediate task which is not an end in itself [7] and necessary for many
natural language processing (NLP) applications such as machine translation, information retrieval, information extraction,
part of speech tagging, and text categorization. It refers to the task that automatically assigns the appropriate sense, selected
from a set of pre-defined senses for a polysemous word, according to a particular context where the identification of one
word sense is related to the identification of neighboring word senses [9].
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The task of identifying the correct sense for the ambiguous word is not simple as it appears. What should be done to
disambiguate a word? We must find a way to define the possible meanings of the word, since that we have to assign each
occurrence of the ambiguous word to the appropriate sense [10].

All these issues give rise to the need to have a lexical semantic annotated resource for Modern Standard Arabic (MSA)
since it is currently the sixth official language of the United Nations and it is also one of the most widely spoken language
in the world with estimated 422 million native speakers. In this paper, we present a LEXxical Semantic ANnotated Resource
(LESAN) which is built during the process of developing the International Corpus of Arabic (ICA) and benefited from its
morphological analysis stage using a built semantic lexicon. It will be available soon for all researchers to be accessed and
used.

In what follows, section 2 reviews the previous related work. Section 3 reviews the description of the used semantic
lexicon. Section 4 reviews the current state of the data. Finally, section 5 concludes the paper.

2 RELATED WORK

Word Sense Disambiguation (WSD) systems began with Latin Languages such as English and French since several
decades. Nevertheless, the Arabic language did not get the attention until the last decade. The first system that handles
WSD for Arabic words using unsupervised method using English WordNet and an English-Arabic parallel corpus for
annotation sense of Arabic words. The results demonstrate that word-level translation correspondences are a valuable
source of information for sense disambiguation, because words having the same translation often share some dimension of
meaning [5].

The rooting algorithm with Naive Bayes Classifier is used to disambiguate Arabic words without diacritics. The
experimental study proves that using of rooting algorithm with Naive Bayes (NB) Classifier enhances the accuracy by 16%
and decreases the dimensionality of the training documents [7].

Another system presented a supervised learning method based on an Inner Product of vectors used to estimate the
sense of the ambiguous word, extracts two sets of features: the set of words that have occurred frequently in the text and
the set of words surrounding the ambiguous word. This approach achieves a precision of 77.1% [13].

Another contribution combined the information retrieval measures with the Lesk Algorithm to choose the most
appropriate sense of the ambiguous word by returning a semantic coherence score corresponding to the context that is
semantically closest to the original sentence containing the ambiguous word. This selection is based on a comparison
between the glosses of the word to be disambiguated, and its different contexts of use extracted from a corpus the study
proves that using of Lesk algorithm with Harman, Croft, and Okapi measures allows us to obtain an accuracy rate of 73%
[16].

A comparative study has been achieved among some supervised machine learning algorithms, namely Naive Bayes
(NB), the Decision List (DL) and the K-Nearest Neighbor (KNN) for Arabic word sense disambiguation. The KNN
technique outperformed the two others methods by achieving the best precision rate of 52.02% (using smoothing and
stemming) compared to the NB (48.23%) and the DL (43.86%). Finally, authors confirmed that supervised machine
learning algorithms required a large tagged data in order to achieve satisfactory results in Arabic word sense disambiguation
([10] & [11]).

In [12], the most appropriate sense of an ambiguous word has been estimated based on the semantic trees and a measure
of collocation.

[15] presented a hybrid approach for WSD of Arabic language (called WSD-AL), that combines unsupervised and
knowledge-based methods. The results found by the proposed system achieved a precision of 79%.

Later in [9], a system based on genetic and memetic algorithms and apply them to Modern Standard Arabic and
comparing them against a naive Bayes classifier. Experimental results show that genetic algorithms can achieve more
precise prediction than memetic algorithms and naive Bayes classifier, attaining 79%.

In [1], Constructed a dictionary that maps the Princeton WordNet definitions to the Arabic WordNet and an Arabic
evaluation corpus to run and evaluate an adapted Ant Colony algorithm on Arabic text that used the Lesk similarity measure
for disambiguating sense of Arabic text. The algorithm shows a performance of approximately 80% compared to the
random baseline.

[8] made two contributions in the field of WSD; the first one, using two external resources Arabic WordNet (AWN)
and WN based on term-to-term Machine Translation System (MTS). The second one consists of choosing the nearest
concept for the ambiguous terms, based on more relationships with different concepts in the same local context

Unlike other systems, [4] proposed a system that considers two types of context during disambiguation process. The
first one, is the local context defined by the words in the neighborhood of the ambiguous word, and the second is the global
context defined by the full text. Experiments show that the system achieved an accuracy of 74%.

3  SEMANTIC LEXICON

There are two competing models of lexical processing in the literature. The first proposes that we rely on mental lexicons.
The second claims there are no mental lexicons; we identify certain items as words based on semantic knowledge. Thus,
the former approach — the multiple-systems view — posits that lexical and semantic processing are sub-served by separate
systems, whereas the latter approach — the single-system view — holds that the two are interdependent [6].
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The current goal of the ICA is to annotate the data on the lexical semantic level, thus developing LESAN began at
Bibliotheca Alexandrina (BA) in 2016. We have developed a lexicon in which the possible senses for a word are defined.
Various lexicographic sources have been used as references to build the inventory of senses for each word, mainly the
electronic lexicon “ sl 4as<E1 | It is a Multilingual Dictionary; it provides an educational and translation services. It
includes: Arabic, English, Spanish, Portuguese, French, Turkish, Persian, Indonesian, and German. The web site provides
many research services, where the searches are prepared so that the results are filtered by the use and field of interest. One
of these services is, the Arabic-Arabic Dictionary. It translates the meanings of Arabic words in some famous dictionaries
such as the lexicon of weeds, the lexicon of Al-Ghany, the lexicon of the modern Arabic language, the lexicon of Mokhtar
al-Sahah, the glossary of terms and the lexicon of names. Less frequent meanings are discarded, together with archaic and
restricted uses. This inventory of senses for each word is only preliminary, and can be modified whenever the examples
found in the corpus prove the existence of a distinct sense which has not been considered.

The developed lexicon is lemma based; it contains 44358 lemmas. The lexicon entries cover all content words in ICA2?
[3]. Figure (1) represents an example for entries in the lexicon. The ambiguous lemma like “_» 3 has 3 tags in the lexicon;
Noun, Proper noun, and Verb. Moreover, the Noun tag itself is ambiguous as its meaning is represented by 7 distinct senses.
Also, the Verb tag is ambiguous too as its meaning is represented by 13 distinct senses. The average of senses for each
lemma is 7 senses. About 67.1% of lexicon entries are ambiguous and %32.9 is unambiguous.

- <entryl>
<arabic_lemmaz>=i</arabic_lemmaz>
<BW> >agAv </BW:=
- <tagl=>
VERB
<gsense id="5478">ill i [ sl : alsic/senses
<sense id="4888"> ks 1 Bl Sl ulv‘{,’sense>
<sense id="5879"> &y 4-U- s ,_F-’l G AY G phaE OB B R L B L Al ¢ Al U B b BBic fsenses
<sense id="36985" >4l : o= -‘-‘-1-=~<;'sense>
<sense id="9874">pls A 1 bl il apfsic/sense>
<ftagl>
<fentryl>
- <entry2>
<arabic_lemmaz_j</arabic_lemmaz>
<BWz= =azohar</BW>
- <tagl=>
NOUN .
<sense id="0856"> s 3,5 cla yaul 4350 M 2 252 /senses
<sense d="3004"> jilly owidl .ﬁ'J55:i|<;'ser]se>:
<sense [d="7895"> sl U5l oa =l A 1 a3 JAde /senses
<sense id="3659">j : J‘J‘chlsense)
<sense [d="5208"> &yl Al cula ) & el patdl s dasla Bisa Jlay ol SED 381 pa taf Al Bie S ¢ Il e sl 3l S e s fsEnSE >
<sense id="1222">g\ & (g 5 Rl b 1 "J‘J'U‘<,/sense>
<sense id="789">gipy draadl At [ cuta ] a4 agally £ R AL plo B3all 1580 ¢ daead) pp /Senses
</tagl>
- =tag2=>
PPN
<sense id="4003">aF aul< /sense>
</tag2>
- <tag3=>
VERB
<sense id="3256">3& &34 :
zsense id="1569"> sl & g4 & = aj</senses
<sense id="3659" >4}l Waj Huaj ¢ : )ﬂ-“' i< /sensex
<sense Id—"7774">°.)l.) db a1 Jead i Sl Sajic/senses
<sense id="6598">% : L A< /sensex
<sense id="32569">&4k « L& SBE ¢ 0w i< /sense s
<sense id="7452">:35 & Bj</sense>
<sense id="92365">4&% : ...J”‘ Ol @3 3< [sense >
<sense id="7453">¢kLaly ;_,.)\-'U il ; gadll ajic/senses
<sense [d="7895">3% 3 « & : dA &L A3 /sense>
<5ense [d="08753" >4 ;5 il . &elai .« bkl : -\-ul‘ Ai</sensex
<sense id="7842">fala cual i u-"‘-*-' =P J</sensex>
<sense id="69854"> 3] jaas < 3%« Jhj</sense>
</tag3>
=/entry2=>

& &< fsensex

Figure 1: Semantic Lexicon Example

As observed in figure (1), senses of the noun _» 3 are reviewed manually by linguists. The electronic referred lexicon
“Al-Ghany” contains some morphological information like the plural ‘e, singular ‘2’ forms, participles ¢ Jeldll aul
Jsaddlly”, . ete. Such morphological information are already stored in BASMA’s lexicon, so they were deleted from the
semantic lexicon. Moreover, syntactically different senses’ definitions with the same meaning are handled as in « : 5 ;Y
551 aaalls Bode gl G0 il ol ) s IS and “eoan b ilia Gl 51 OS5 3YP” became only one sense; : 435l e JS
s san (3 pia ilia Lanl” which expresses both.

1 https://www.almaany.com/ [Accessed 14-10-2018]
2 https://www.bibalex.org/ica/ar/default.aspx [Accessed 14-10-2018]
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Figure 2: The lemma °_J as it occurred in the electronic lexicon

Regarding Modern Standard Arabic, some senses need to be added in the semantic lexicon and have been dealt with in
the manual annotation process (section 4) due to two main reasons:
1. The word is newly used in Arabic and is not included in classical lexicons such as “43P “>axowanap”
“brotherhoodness™ as in example [1].
2. The senses of certain words are found in the classical Arabic lexicons, but the modern usage of these words require
new senses to be added. For example, the word “lal&” “fAja>" has a new sense “Ci5” “>adoha$” “surprise” as in
example [2].

[1] ma 288 o 415 i AT &udain, CiK
kayofa saqaTato “>axowanapu” Ald~awolapi fiy Eahodi murosiy
How the " brotherhoodness " of the state fell in the era of Morsi

[2] 23 Lo 25 (o 31 s
tamas~uku Alt~unisiy~iyna biAl<isolAmi fAja>a Algaroba
The Tunisians' adherence to Islam surprised the West

4 MANUAL ANNOTATION AND QUALITY CONTROL

For annotating the ICA on lexical semantic level automatically, we need first to have a well-trained data to be used in
extracting rules and building models for WSD. The used data for manual annotation was selected from MASAR [2]. The
lexical semantic annotation procedure involves using the automatic developed interface to provide an access to the data as
figure 3 shows:
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Figure 3: Semantic Annotation Interface
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Our semantic lexicon is used to generate a candidate list of “lemma/sense/tag” for each word. The lexical semantic
annotation task is to select the suitable sense from the list of provided alternatives. Once the annotation process is done,
the annotated files are saved in a database in a way where the suitable sense of each word depending on the context in

which it occurs, is saved as figure 4 shows:
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Figure 4: Semantically Annotated Sample
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The data of LESAN have been semantically annotated by 20 well-trained linguistic annotators. In order to make sure
that the annotators follow the same guidelines and of almost the same level of professionalism, nineteen files with total of
about 19,225 words (and varying numbers of senses choices per word) were annotated independently by each annotator
and they were compared together. Out of 19, 225 words, only 2884 words show some disagreement. All twenty annotators
agreed on 85% of the words; the pairwise agreement is at least 92.3%.

5 CURRENT STATE OF THE DATA

After disambiguating and developing LESAN, it has been found that:

There are about 26,447 unique lemmas that were annotated.

848,678 words have been annotated depending on the contexts were they occurred.

The average of selected senses per each lemma/tag after the annotation process is 4.2.

The minimum number of senses that have been assigned to lemma/tag is one sense and the maximum is 14 senses as
figure 5 shows:

Sense ) Context
Gty aily il 5 9m0 ¢ o) g Sl el BT Lgay Lo cu agana of ) el ¢ gl o)y gy ee b agana o Lipla 1 = i e gag
O|J9351JQL._L-‘;\J;-_LA|4J';@J¢§J‘§1|J lhgpa by o gauell deals cnl ¢ Ll
il il o 3y g3 gl Sl G all zg gl N S ¢l gel 5 el Al Lyl (A Ay Ly dand A B0 AL Ly pa o Ly o ()
il Lhial o | ks

Szl s sileall 4535 Las 508 5l Ladge (s el 3ln B By juan B ADpall ) (8 Ly 5
sasial Gl i HLY) Gaun (e 3l Haill G Lty Ll Ly Ly )5 ) Aadl o 5 5 il

Lo Jao i s A QU Alan s QU 5 A a1 ey ol iy L 5 e 080 Ll AU Joosty SLERY1 550 )
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“Figure 5: An Example of the Maximum Assigned Senses”

6 CONCLUSION

This paper presented an attempt to build a lexical semantic annotated resource for Modern Standard Arabic. About
848,678 words are annotated. The first release of this annotated resource will be available soon for researchers to be used
in developing and testing their application. It is expected to analyze this data semantically in the future.
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Abstract— Anaphora is a linguistic phenomenon occurring in all natural languages and it means pointing back or referring
back to an entity in a text. Although anaphora is a challenging process in modern computational linguistic studies, it is very
important for a lot of Natural Language Processing (NLP) applications to reach their goals. The objective of the study is to
present a new syntactic model or algorithm for anaphora resolution in Arabic, which can be applied in computerized
applications. The proposed syntactic rules are generated specially for Arabic and compatible with its specific structures and
features. The proposed system achieves a success rate of 86%.

Keywords: Anaphora, Arabic anaphora resolution (AAR), Natural language processing (NLP), Rule based approach.

1 INTRODUCTION

Literally, the term anaphora is an ancient Greek word which means “the act of carrying back upstream. In natural
language processing (NLP), anaphora is a relation between two entities in the text being processed. Linguistically, it
means the use of a linguist unit, such as a pronoun to refer to another unit in a linguistic context. The “pointing back”
(reference) is called an anaphor the entity to which it refers is called an antecedent. Anaphora resolution is very important
as it helps to understand the meaning of the whole context because it leads to meaning determination of an anaphor by
identifying its correct antecedent. Without knowing the relations between words, we cannot know the intended meaning.
Therefore, a wide range of natural language processing(NLP) applications require a successful tool for resolution of
anaphora to achieve their objectives, such as machine translation, question-answer systems, text summarization,
information extraction, language generation and dialog systems. The present study focuses exclusively on the resolution
of four Arabic anaphor types: Nominative disjoint personal pronouns, Accusative disjoint personal pronouns, Genitive
joint personal pronouns which are attached to nouns and particles not verbs and Relative pronouns. The purpose of the
resolution process is to identify the correct antecedent for each anaphor. This paper presents a rule based approach
especially syntactic approach to solve Arabic anaphora resolution depending on number of proposed syntactic rules
which are compatible with Arabic language structures and features.

2 RELATED WORK

Several studies applied different approaches to deal with anaphora resolution in several languages; Anaphora
resolution approaches are mainly divided into: Knowledge-rich approaches, Knowledge-poor approaches and Hybrid
approaches. First: knowledge rich approaches which are also called traditional approaches or rule based approaches
which depend heavily on linguistic knowledge such as Morphological, syntactic, discourse, semantic and pragmatic
information. Traditional approaches are mainly depended on three basic steps: Determining search space, Applying
constraints and applying preferences such as the studies of (Hobbs [22], 1977; Carbonell & R. Brown’s[7], 1988; Elaine
& Susann[17], 1988; Mitkov, R.[37], 1997; Liang & Wu[33], 2004; Ali, Khan, & Rabbi[3], 2007).In 2017 Omar,
Abdullatif, & Nazlia[49] have proposed a novel model for the Arabic pronominal anaphora resolution depended on rule
based approach. Their model contains several steps. In the first step, they have identified the pronouns and removed the
non-anaphoric pronouns. In the second step, they have identified a list of the candidates from the context around the
anaphora. Lastly, they selected the most probable candidates for every identified anaphoric pronoun. In their study, they
have determined the proper rules which can be used for this task. The different linguistic rules depended on the
morphological, lexical, heuristic, syntactic, and the positional constraints. They have assessed the performance of their
proposed model using the Quran corpus, which was annotated with the pronominal anaphora. Their experimental results
indicated that their proposed algorithm could choose the appropriate antecedents with 84.43% accuracy.
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Second Machine learning approaches: The demands of practical and inexpensive Natural language processing (NLP)
systems encouraged many researchers to move away from huge linguistic knowledge to knowledge poor systems or
strategies which reported good results in AR. The goal of knowledge poor or machine learning approaches is to identify
anaphor-antecedent pairs through simple co-occurrence rules by using training decision trees such as the studies of (Soon,
Ng, & Lim [55], 2001; Arregi, Ceberio, & lllarraza[4], 2010; Khaled, Rania, & Najwa[30], 2007; Mitkov, Orasan, &
Evans [52], 2002; Baldwin[5], 1997; Nasukawa[47], 1994). In 1998 Mitkov, Belguith, & Stys [42] have presented a
robust, knowledge-poor approach to resolving pronouns in technical manuals. This approach operates on texts pre-
processed by a part-of-speech tagger. Input is checked against number — gender agreement and a number of antecedent
indicators. Candidates are assigned scores by each indicator and the candidate with the highest score is returned as the
antecedent. They proposed this approach as a platform for multilingual pronoun resolution. The robust approach was
initially developed and tested for English, but they have also adapted and tested it for Polish and Arabic. For both
languages, they found that adaptation required minimum modification and that further, even if used un-modified, the
approach delivers acceptable success rates. Preliminary evaluation reports high success rates in the range of and over
90%.

Third Hybrid approaches: Some research techniques utilize both approaches (rule based and machine learning based)
which called hybrid approaches. Hybrid approaches have achieved considerable success in anaphora resolution such as
the studies of (Hinrichs, Filippova, & Wunsch [23], 2005; Dakwale, Mujadia, & Sharma [14], 2013; Kamune & Agrawal
[27], 2015). In 2015 Abdullatif & Nazlia[1] have proposed a hybrid approach that combines different architectures for
resolving pronominal anaphora in Arabic language. The collection of anaphora and respective possible antecedents was
identified in a rule-based manner with morphological information taken into account. In addition, the selection of the
most probable candidate as the antecedent of the anaphor was done by machine learning based on a k-Nearest Neighbor
(k-NN) approach. In this study, the appropriate features to be used in this task were determined and their effect on the
performance of anaphora resolution was investigated. Experiments of the proposed method were performed using the
corpus of the Quran annotated with pronominal anaphora. The experimental results indicate that the proposed hybrid
approach is completely reasonable and feasible for Arabic pronominal anaphora resolution with a precision of 71.7.

3 ARABIC ANAPHORA RESOLUTION PROGRAM

A. Input Data

The used corpus is taken from LDC Arabic Treebank Part 3 (full corpus) v 2.0 by using Microsoft Visual Studio 2012
(C# Language — Windows application program) and Microsoft SQL Server Management Studio (2012) to select specific
sentences according to a criteria which is selecting verbal sentences which have only one anaphor . These anaphors refer
to one noun not a clause or a sentence and the antecedents of these anaphors are orthographically visible regardless of
sentence length or complexity. The selected sentences are divided into two parts. First part (2/3 from the whole sentences)
is used as tuning data to extract the syntactic rules and the other part (1/3 from the whole sentences) is used for testing
the proposed rules. The used database contains one table with five columns as follows: File name, Sentence 1D, Sentence
analysis, Sentence orthographic writing and true antecedent.

B. Arabic Anaphora Resolution Program Modules

The proposed system begins with anaphor selection module which requires determining the anaphor, its gender and
number, Second candidates’ determination module requires determining the possible candidates for each anaphor
according to stored patterns ,Third candidates’ gender and number module requires determining gender and number
information for each anaphor. Forth constraint rules module which filters candidates according to constraint rules
(Gender and number agreement rules), Fifth antecedent selection module which selects the appropriate antecedent. The
following figure illustrates these modules.

1) Anaphor selection module

The proposed system selects the anaphors that contain “PRON_3” in its syntactic analysis for each sentence in the
selected corpus. For gender determination, If anaphor’s analysis contains “M”, its gender is masculine else if it contains
“F”, anaphor’s gender is feminine. For Number determination, If anaphor’s analysis contains “S”, it is singular, yet if
anaphor’s analysis contains “P”, anaphor’s number is plural else if it contains “D”, the number is dual.
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2) Candidates ‘determination module

The proposed system will select all possible candidates for each sentence from the list that contains all items of the
sentence "listWords” and creates a list that contains possible candidates only. Candidate selection module is based on
stored patterns as in the study of Omar, Abdullatif, & Nazlia [49], 2017 which depends on patterns for extracting
candidates in Arabic. There are several syntactic patterns used in this research.

3) Candidates’ gender and number module

Based on the previous candidate list, the gender and number information for each candidate can be determined as
mentioned in the anaphor selection strategy. For gender specification, if the candidate analysis contains MASC, its
gender is masculine. If the analysis contains FEM or _F, it’s a feminine one. If the candidate is a proper names, store it a
“Prop” in the gender list. For number specification: if the candidate analysis contains SG, its number is singular. If its
analysis contains PL, it’s a plural one. If it is DU, it’s a dual one.

4) Constraint rules module

According to Arabic grammar, the anaphor must agree in gender and number with its antecedent. The system applies this
rule which leads to decrease the number of the candidates because the new list contains only candidates that agree in
gender and number with the selected anaphor.

5) Antecedent Selection Module
This module is divided into three groups:

First: When there is only one candidate after applying constraints rules (gender and number agreement), the system
selects it directly as the correct antecedent.

Second: the researcher has proposed rules for direct selection without ranking. These rules are:
= Emphasis by meaning " s sizall a5 gill"

=  Prepositions with Meaning emphasis words

= Adverb “eaa 9”/Wahdahu/

= Nominative disjoint personal pronouns with predicate adjective phrases

Third: Preferences play an important role in selecting the correct antecedent in the case of more than one candidate. The
preference rules are assigned a score (-1, 0, 1, or 2).The candidate with the highest score is the selected true antecedent.
As mentioned before, the proposed linguistic rules are extracted from researcher’s observation of tuning data. The most
frequent rules in the tuning data take a score of 2, important but not most frequent rules take a score of 1, zero when the
rule cannot be applied and -1 when the candidate should be excluded form selection. These ranking rules are categorized
into four groups:

1) For nominative disjoint personal pronouns (& / »& / L / & / s a candidate takes a score of 2 if it is a/an

TABLEI
RANKING RULES FOR NOMINATIVE DISJOINT PERSONAL PRONOUNS

subject

object

A noun in a closely related prepositional phrase (PP-CLR)

A last candidate followed by an adjective in a prepositional phrase

Kana noun and its sisters

Anna noun and its sisters

Nog|Mw|NE

The candidate is duplicated after the disjoint pronoun
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2) For accusative disjoint personal pronouns (»U) / aall / Lall) / Wl / sU) | An object candidate takes a score of (2 if
not 0).

3) For joint personal pronounsca- /aa- / Lea- / - / o-

A candidate takes a score of 1 or 2 according to which rule is applied.

TABLE 2
RANKING RULES FOR JOINT PERSONAL PRONOUNS
Rule Score
1 Conjunction 2ifnot 0
2 Linguistic similarity (Ll 4,.) 2ifnot0
3 Specific nouns 2ifnot 0
4 Plural structures ( les L) 2ifnot 0
> Anaphor with adjective nouns (2_iell il 2ifnot0
6 Anaphor in adjective clause (Nominal or verbal)”4ulsi —isanl :dleall Canill" 2ifnot0
7 Anaphor in relative clauses 2ifnot0
8 Exception style(sbiwy) o sku) 2if not 0
9 Kana nouns 1ifnot0
10 Candidates in closely related prepositional phrase (CLR-PP) 2if not 0
11 Anaphor in Adverb phrase"des Jali" 2ifnot0
12 WH-Adverb phrase"<as " 2if not 0
13 Subject preference 1ifnot0
14 Object preference 1ifnot0
15 Purpose 2 ifnot0
16 Candidate after demonstrative pronouns 2ifnot0
17 Anaphor in a PRD PP nearest 2ifnot0
18 Anaphor in a CLR PP nearest 2 ifnot0
19 Anaphor in temporal prepositional phrase (TMP-PP) 2ifnot0
20 Predicate candidates 2ifnot0
21 Anaphor in locative prepositional phrase (LOC-PP) 2ifnot0
22 ElY” and “Fy” rule 1ifnot0

After applying the previous syntactic rules on possible candidates, the system selects the candidate with the
highest score to be the correct antecedent for the anaphor. If all candidates of an anaphor take a score of zero, the system
chooses the closest candidate, and if two candidates have the same score, the system also selects the closest one.

4) For relative anaphora
The system selects the head noun of the immediately preceding noun phrase to be the correct antecedent.

C. Example of the whole Arabic Anaphora Resolution (AAR) Algorithm
Sentence:
Aalalal daulid) aal sall (e 230 &l ) ddlal
1) Anaphor selection module: The following table illustrates this module according to the previous example.

TABLE 3
ANAPHOR SELECTION MODULE OUTPUT
Anaphor Gender Number
(NP (PRON_3FS hA)))) Feminine Singular

2) Candidates’ determination module

3) candidates’ gender and number module
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following table illustrates these two modules according to the previous sentence

ESOLEC'2018

TABLE 4
CANDIDATES’ DETERMINATION MODULE AND CANDIDATES” GENDER AND NUMBER MODULE OUTPUT
Candidate Syntactic analysis with its Gender Number
transliteration and location id
) (NP-SBJ (NP Masculine Singular
(NOUN+CASE_DEF_NOM r}ys):1
iy ) geanll (NP Feminine Singular
(DET+NOUN+NSUFF_FEM_SG+C
ASE_DEF _GEN Aljmhwryp))):2
gyl (NP-OBJ (NP Feminine Plural
(DET+NOUN+CASE_DEF_ACC
AIAWDAE):5
adul) (NP (DET+NOUN+CASE_DEF_GEN Feminine Plural
AlblAd)))):8
slall (NP (NP Masculine Singular
(DET+NOUN+CASE_DEF_GEN
AlnA}b)):10
o Lallf (NP (DET+NOUN+CASE_DEF_GEN Masculine Singular
AllgAY)):17
<y shatll (NP Feminine Plural
(DET+NOUN+NSUFF_FEM_PL+CA
SE_DEF_GEN AltTwrAt):19
4) Constraint rules module
The following table illustrates this module
TABLES5
CONSTRAINT RULES MODULE OUTPUT
Candidate Syntactic analysis with its Gender Number
transliteration and location id
MNOUNHCASE-DEF NOMysyt
A seanll (NP Feminine Singular
(DET+NOUN+NSUFF_FEM_SG+CA
SE_DEF_GEN Aljmhwryp))):2
glaasy (NP-OBJ (NP Feminine Plural
(DET+NOUN+CASE_DEF_ACC
AIAWDAE):5
S (NP (DET+NOUN+CASE_DEF_GEN Feminine Plural
AlblAd)))):8
(BET+NOUN+CASE-DEF-GEN-
AlrATE))L0
<l glail) (NP Feminine Plural

(DET+NOUN+NSUFF_FEM_PL+CA
SE_DEF_GEN AltTwrAt):19
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5) Antecedent selection module
The following table illustrates this module
TABLE 6
ANTECEDENT SELECTION MODULE OUTPUT
Candidate Syntactic analysis with its Score Ranking rule Selected
transliteration an d location id Antecedent
4 seeal) (NP 0
(DET+NOUN+NSUFF_FEM_
SG+CASE_DEF_GEN
Aljmhwryp))):2
gla gyl (NP-OBJ (NP 1 Object
(DET+NOUN+CASE_DEF_A preference
CC AIAWDAE):5
a3 (NP 0
(DET+NOUN+CASE_DEF_G
EN AlblAd)))):8
<l glail) (NP 2 Conjunction 2(Highest
(DET+NOUN+NSUFF_FEM_ i score)
PL+CASE_DEF_GEN
AltTwrAt):19
The following figure illustrates these five modules
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Figure 1: Proposed Arabic anaphora resolution (AAR) system architecture
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4. Results

Evaluating the performance of the system by calculating the success rate according to this equation (Number of
resolved anaphora \ number of all anaphors). These results can be concluded as follows:
Group one: For nominative disjoint personal pronouns, the proposed system achieved a success rate of 80 %.the
following table illustrates the results of the first group.

TABLE7
RESULTS FOR NOMINATIVE DISJOINT PERSONAL PRONOUNS
Number of nominative anaphors in testing data Correctly resolved Incorrectly resolved
24 19 5

Group two: For accusative disjoint personal pronouns, the proposed system solved it correctly because this type is a very
rare anaphora type and appeared only one time in testing data.

Group three: For joint personal pronouns, the proposed system achieved a success rate of 87 % for this type. The
following table illustrates the results of the third group.

TABLE8
RESULTS FOR JOINT PERSONAL PRONOUNS

Number of Joint anaphors in testing data Correctly resolved Incorrectly resolved

325 282 43

For the whole system (Previous three types), the proposed system achieved a success rate of 86 %( 302 out of 350
sentences).the following table illustrates the results for the whole system.

TABLE 9
Results for whole proposed system
Number of all testing sentences Correctly resolved Incorrectly resolved
350 302 48

Group four: Relative pronouns
The proposed system achieved 88% success rate. The following table illustrates the results for forth group

TABLE 10
RESULTS FOR JOINT RELATIVE PRONOUNS
Number of relative anaphors in testing sentences | Correctly resolved Incorrectly resolved
162 143 19

From the previous distribution of the types of Arabic anaphora, it can be concluded that: Dative and accusative joint
personal pronouns are the most frequent anaphors in the selected corpus and also in Modern Standard Arabic (MSA).
Accusative disjoint personal pronouns are the least frequent in the selected corpus and in MSA as they appear once in
testing data and three times in training data. The other types (Nominative disjoint personal pronouns and relative
pronouns) are used frequently in the selected corpus and in MSA.

According to the success rate results, that the following can be concluded: The proposed system achieved a success
rate up to 85% in most studied anaphora types (Four types), and so it can be inferred that a rule based approach (syntactic
based approach) can resolve Arabic anaphora resolution with a great success. According to the extracted rules : These
rules do not exist in any other previous works done in this field. The proposed rules are generated specially for Arabic
language and compatible with its specific features and structures.

5. Conclusions
Results of the study, based on syntactic rules, encourage the move forward other studies and works in Arabic anaphora
resolution according to syntactic based approach. The study is based on Arabic verbal sentences. In future work, the

researcher seems to apply this syntactic model on nominal sentences, sentences that have one or more anaphors from
different types of anaphora as well as on texts so as to show the efficiency of the proposed model or algorithm.
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Abstract: Text usually not only includes information but also emotional content. This paper proposes a completely
unsupervised model for textual emotion detection using hybrid technique of lexicon and word-embedding concept. The
proposed model represents text sentences and their meanings in terms of word vectors. To enhance the overall accuracy,
emotion ratios were assigned to short sentences and word lexicon. The proposed approach has been validated using the
International Survey on Emotion Detection Antecedents and Reactions (ISEAR) and twitter datasets. The evaluation results
show that the proposed approach successfully classifies ISEAR sentences based on hybrid technique of lexicon and word
embedding with and overall accuracy of 81%.

Key words: Natural Language Processing, Artificial Intelligence, Word Embedding, Lexicon based, Text Mining, Human
Computer Interaction.

1 INTRODUCTION

THE relationship between emotions and text is considered from the enthralling topics along centuries. This is because
of the textual data importance in the form of communication. Recently, a lot of online social interaction happens with the
use of computers, mobiles and the social media applications. In fact, the availability of such great number of platforms
have multiplied the availability of unstructured data that could be used in NLP to extract some useful information.

Emotions have an important role in effective social media interaction, so the increase of social communication and
interaction means an increase in affective social communication. Indeed, emotions are complex, ambiguous and easily
misunderstood entities. Moreover, emotions in text are even sophisticated. For instance, Facial expressions and vocal
tone can be easier, to some extent, to detect the underlying emotional tone of the speaker when he/she states a sentence.
Imagine all these aforementioned features removed away and all we had were the words only [1].

In the survey presented in [2], authors discussed the recent advances in emotion models and techniques. That survey
answered some of the research questions; such as how people feel when they read written text. How writers could
transfer their emotional feelings to the readers through the text?

What is the best way for writing emotional text to send clear message? And this led to the motivation of more human-
computer interaction [3].

When detecting emotions, opinion or sentiment from text can be overlapping. However, some efforts in this direction
were employed and resulted in many information retrieval applications which allow businesses, researchers, governments,
politicians and organizations to know about people's sentiments [4]. These gains play an important role in decision-
making processes such as:

e Businesses realized the potential of emotional advertisements as emotions make users to buy brands and get
more services.
e Corporations want to evaluate their services, products and customers feedback.
e Emotional mining in text works for automatic answering and in chat dialogue system based on your current
mood.
e  Sentiments analysis concerning voters and public opinion extracted from politician's tweets review [5].
e Online classes teachers will be able to connect in a better way with their students by automatically identifying
their current affective.
Authors in [6] focused on studying people's reactions, opinions and reactions towards specific events, topics and
situations to get the opinion mining and computational analysis concepts.
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A lot of research on automatic text analysis typically try to extract the overall sentiment revealed in a document, such as
positive or negative. In addition, authors in paper [7] assessed the impact of emotion detection on investor opinion of
management announcements, press releases and third-party news. In paper [8, 9, 10] authors used text-mining techniques
to obtain reputation of products.

There are two different techniques to perform emotional analysis: supervised and unsupervised algorithms [11].
Supervised methods require training the machine-learning task for every input with corresponding target or output. This
will provide answer for any new input after sufficient training. While unsupervised methods do not require a ground
truth, which will be able to find the structure or relationships between different inputs [12].

In social media, using supervised sentiment analysis to obtain sentiment labels requires a lot of time, training, memory
and effort consuming. This makes unsupervised algorithms for sentimental analysis more reliable and essential.

The authors in [13] employed unsupervised learning methods to automatically detect emotions from text. However,
different attempts were held on several different standard unsupervised techniques such as Latent Semantic Analysis
(LSA) [14] and Non-negative Matrix Factorization (NMF) [15] to tag each sentence with four emotions (Anger, Fear,
Joy, Sadness) that are common to all the used datasets.

Recently, a new unsupervised learning technique for natural language processing, called word-embedding technigque, was
emerged. This technique is a type of word representation that allows words with similar meaning to have a similar
representation. By mapping words and phrases to vectors of real numbers that captures similarities between them.

There are several models perform word embedding such as Word2Vec model [16] and Glove [17].

These models employed a mix of unsupervised and supervised techniques to learn word vectors capturing semantic term
document information to differentiate positive vs. negative sentiment [18].

In this paper, we propose a hybrid approach of word embedding and lexicon. This approach exploits the advance of word
embedding that convert main sentence features to numerical vector that describe the semantics of this words.

In addition to the advantage of lexicon that is a predefined list of emotions and its corresponding words that can
describe each emotion category [19]. To increase the overall emotion detection ratios.

The remainder of this paper is organized as follows. Section 2 formally presents the problem and motivation. Section 3
mentions some of the previous related work and current methods, Sections 4 and 5 describe briefly word vectors and
word embedding concept respectively. In Section 6, sentence-preprocessing steps, then section 7 describe our developed
detection methodology. Moving to section 8, the used datasets, experimental results and discussion were highlighted.
Lastly, Section 9 devoted to concluding remarks and future developments.

2 MOTIVATION

Most of current researches in emotion detection are based on the supervised approach of emotion detection from text [2].
This approach usually requires large annotated training data regardless it requires a lot of time and effort to train large
dataset to acquire high accuracy. In addition, the model that is trained on data set of specific domain does not work well
on different domains. On the other hand, unsupervised learning can give us a solution to these difficulties.

In this paper, we propose an unsupervised approach based on word embedding and lexicon to detect seven ISEAR’s
emotion categories.

The proposed approach is realized in an application which is capable of getting the percentage of each emotion contained
in a sentence ("Soft information") or assigning the sentence to the most dominant emotion percentage ("hard information).
It can also obtain the sentimental analysis of the negative emotions such as anger, disgust, sadness, shame and fear
categories or positive emotion such as happiness category.

3 RELATED WORK AND METHODS

Sentimental classification or emotion detection methods are mainly divided into lexicon, deep learning, and hybrid based
methods. These methods are briefly discussed in the following sections.

A. Lexicon-based Methods

The lexicon-based sentiment analysis approach depends mainly on a dictionary of opinion words to find their synonyms
and antonyms as to conclude the semantic direction of adjective [19-21]. It is widely used because of its simplicity,
scalability and to great extend efficient. However, this method suffers from some drawbacks such as low coverage of
domain variety [22] and dependence on human effort in preparing hand-labeled documents [23].

Authors found using the machine learning methods would give more accurate results of textual classification than the
lexicon methods only [24]. Mudinas et al. [25] have combined machine learning techniques i.e., support vector machine

44



The Eighteenth Conference on Language Engineering 5-6 Dec. 2018 ESOLEC'2018

(SVM) with lexicon-based method, which increased the accuracy of sentiment analysis. Basari et al. [26] used SVM
method and Particle Swarm Optimization (PSO) technique that used for solving dual optimization problem, in sentiment
analysis of movie reviews.

B. Deep Learning method

Deep learning methods are using the most recent techniques and technology to challenge machine-learning problems;
such as natural language processing, vector representations of words [27].

The Word2Vec and GloVe algorithms play an important role in deep learning of textual data; such as text
classification, information retrieval and text clustering techniques, which can convert words into meaningful vectors.
Learning based methods apply several theories to get the closed nearest emotion category of input text.

C. Hybrid Method

Since lexicon based emotion detection only could not get satisfied accuracy results, some systems then are using
hybrid methodology for combining both keyword and deep learning together. Lin and Chuang [28] used a rule based
approach and lexicon ontology. While authors in paper [29] used hybrid model which depends on ontology with
keywords semantic similarity. Haji Binali and Chen wu [30] implemented hybrid emotion-detection methodology and
validated his architecture using support vector algorithm.

4 WORD VECTORS

A traditional way of representing words called one-hot vector. It is essentially a vector with only one target element
being 71”7 and the others being ”0” as mentioned in [31]. Though this representation of words is simple and easy to
implement, there are several issues. First, you cannot infer any relationship between two words given their one-hot
representation. For instance, the word endure and tolerate, although have similar meaning, their targets 1 are far from
each other.

In addition, sparsity is another issue as there are numerous redundant "0" in the vectors. This means that we are
wasting a lot of space. Therefore, the proposed model need a better representation of words to solve these issues here
comes Word embedding technique.

5 WORD EMBEDDING

Word embedding is one of the learning feature techniques in Natural Language Processing (NLP). It maps words or
phrases to vectors of real numbers to be converted to Word2Vec models. It introduced first in [32], in which a
parameterized function is used to map words (W) to vectors values. A word is converted to vector using a lookup table
parametrized by a matrix. The vectors are learned through the contribution of similar representations of words that appear
in same context. The context is usually defined as terms, words, sentence or passage that follow or precede a particular
word that affect its meaning or make a change.

The authors in [16] and [33] proposed and efficient algorithm called Word2Vec to calculate vector words representations.
There are two different models for learning neural networks of Word2Vec architecture. The first one is the Continuous
Bag of Words (CBOW) model, as shown in Figure 1. It is a model that tries to drive a word given the context of a few
words before and after the target word.

input  projection  output

v(t-2)

vit-1)
vit)
vit+1)

vit+2)

Figure 1: The CBOW architecture predicts the current word (wj) based on the context C (wj).

Where Skip-gram model is the second architecture, below in Figure (2).This model is the oppaosite of the First model
where it's goal to get the context words C (Wj) around the given word (Wj). The input to this model is the target word.
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Same hidden layer in two models while the output neural network layer propagate many times to conform number of
context words. According to the author note?, the advantage of CBOW maodel that it is faster than skip-gram model but
the second one get better results for infrequent word. According to paper [33], authors recommended 10 words
dimensions for CBOW model while only five words for skip-gram model. There is a prodigious feature of word
embedding which is the analogies between words can be encoded between words in different vectors. Such as, there
seems to be a constant woman-man difference vector:

W (female) -W (male) =W (sister) -W (brother)
W (female) -W (male) = W (wife) -W (husband)

The advantage of word embedding is ability to understand the semantic meaning between words. In which the words of
the same context of the sentence will be in the same vector space. This indicates the emotion degree in particular text.

input  projection output

vit-2)

vit-1)
vit)
vit+1)

vit+2)

Figure 2: The Skip-gram model architecture learns word vector representations that are good at
Predicting the nearby words

6 SENTENCE PREPROCESSING STEPS

The preliminary steps mainly for preprocessing and cleaning the raw input text data, which is the most important
phase in machine learning. The output of this stage is a cleaned sentence t from a raw input text «>t. The following steps
summarize the entire preprocessing process:

A. Minimization Rules
The proposed model first applies some rules on input sentence to focus on the emotional parts and removing non-
emotional part of the sentence as mentioned in [34].

e Rule 1: if the input sentence contains word "but”” or words that have the same meaning then ignore the sentence
before "but”. For example,” It was a bit hard, but we enjoyed the day”. Then consider only the remaining
sentence "we enjoyed the day".

e Rule 2: if the input sentence contains word "as” or words that have the same meaning followed by pronoun
then ignore the sentence after "as”. We can remove it, because it is counted as meaning complement of the
sentence. For example,” She is amazing as she can be.”, then the remaining sentence is "She is amazing”.

B. Replace Apostrophes
Some sentences in datasets use apostrophes on tokening words. Like "isn't” are taken as one word we need to separate
this token to two "is not”. These can be replaced using regular expression.

C. Tokenization

The next step is to apply tokenizing which means splitting sentences and words from the body of text. This step is
applied at blank space between words in the given sentence.
We did not apply lowercase step, as capital letters can detect emotions such as anger.

D. Stop words removal

1https://code.googIe.com/archive/p/wordZvec/.
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Not all the words in a given sentence are the subjects or intent objects. There are a lot of connecting parts in text.
Common stop words removed from the text by comparing text to common English words. Those present in list of Python
library NLTK [18].

Words like (the) or (and) can be removed. While negative words such as ("not”) or (”no”) not removed since they are
indicative of sentiment. Question (?) and exclamation mark (!) not removed for the same reason.

E. Correcting words

Correcting words is another step in the preprocessing phase and is divided into two sub-steps:

Firstly: Spelling correction step which applies the process of correcting words spelling for example (lisr) instead of (list)
using Textblob

correct library feature.

Secondly: Word lengthening step which is also a type of spelling mistake in which characters within a word are repeated
wrongly for example (amazzzzing) instead of (amazing).

F. Non-English words removal

Using Python library PyEnchant to search for English words and remove non-English words from the sentence. As they
not found in the word-embedding dictionary, also single letters and numbers are removed.

G. Emoticon substitution

Emoticons speak thousands than written words can do and is usually used to transfer feelings through social media
perfectly so translating emoticons used in messages (if exists) will help to enhance the overall accuracy of emotion
detection from text. In paper [35], authors build a skip gram word embedding model by mapping both words and emotion
in the same vector space.

We mined this emoticon in UTF-8 encoding. The proposed model can assign each emoticon to one of the seven
categories we had then, substitute Unicode with the word that belongs to the representative emotion.
In the following table, we show some emoticon and their Unicode as used in our experiments.

TABLE |
EMOTICON UNICODE.
Emoticon Unicode
Smile face U0001F601
Rational face U0001F914
Surprised face U0001F632
Furious face UO0001F621

H. Word Stemming

Stemming is only done in condition that the English word was not present in the embedding dictionary phase. Then
check if the stemmed word available in the embedding or discard it from the sentence.

7 EMOTIONDETECTON METHODOLGY

In this paper, we used hybrid detection of two main phases, which are lexicon phase and word embedding phase.
In Fig.3 the flow chart of main phases of our used methodology is depicted.

Input
Sentence
Sentence Word Calculate Mearest
preprocessing Lexicon Phase Embedding | —— Cosine Sentence
steps Phase Distance Emotion

I

Seven

Emotions List

Figure 3: Flowchart of unsupervised emotion detection from text using hybrid technique
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A. Lexicon based Phase

The primary phase of emotion detection is trying to discover keyword or phrase. Which indicates certain emotion
category. For each emotion category there is a list of related keywords that express its emotion.
Each emotion category expressed through different words. After preprocessing phase, the emotional keywords, from
Seven categories database, are looked up.
We found in paper [36] this phase is straightforward and growing emotion lexicon will enhance the accuracy but this
phase is not successful enough in detecting sentence emotion. Therefore, it is only a helper phase for accuracy
enhancement. There may be words call different emotion in different context so the overall emotion of the sentence not
simply be the addition of the emotions evoked. The proposed model will move to the next phase, which is the word
embedding calculation.

B. Word Embedding Phase

The Second phase in our unsupervised emotion detection is to calculate word embedding input sentence and emotion
categories and match the sentence to the nearest cosine distance.

A pretrained word model vectors used: implemented by Google, trained on a GoogleNews corpus with the CBOW
architecture we used python 2.7 programming language. Where the input to the system is dataset of raw sentences for
emotion detection while the output array of the seven ISEARs emotions weights.

1) Sentiment computation:

Our proposed method after preprocessing steps the cleaned sentence (t) formed of all the remaining words. Then we
need to calculate the representative vector of each sentence in our dataset. Therefore, the proposed model used word-
embedding concept to represent each string’s word (Wj) of the cleaned sentence (t) in a d-dimensional vector as below
equation (1).

Vi,t € R¥? @)

Then sum all word vectors of sentence to get the entire sentence’s vector as mention in equation (2).

nt
Xt = Z Vi,t ,where Xt € R*! @)
j=1
(ny number of words in the cleaned sentence (t).

It is possible to sum several word or phrase vectors to form representation of short sentences as mentioned in [16].
The obtained sentence vector result have to normalize. In proposed model, we used the normal normalization method
summation of sentence features vectors over total number n of these features as in equation (3).

Xt
NXt = — @)
N

2) Representative of each emotion category word set:

A simple solution to get the emotion vector after extracting sentence features is to calculate cosine distance score
between sentence's words (W;) and the word representing an emotion concept.
However, for each emotion concept there are various words such as glad, joy... etc. can also express the same emotion
"happiness”.
Therefore following authors in [37] proposing to sum word embedding to a few words rather than just one generic
word representing the entire emotion category.
nt (4)

Et = ZVj,t ,where Et € R%*!

j=1
Where (n;) the number of representative words of each category (t). Table Il shows examples of some representative
words for each emotion concept that are most commonly used. The idea behind choosing some representative words of

each emotion category instead of represent each emotion category with just one keyword, represent each emotion with at
least five words related to each other and describe the same emotion category.
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TABLE Il
REPRESENTATIVE WORDS OF EACH EMOTION.
Emotion Representative words
Joy Happy —glad — joy — good — love.
Sad Sad- sorrow — hurt— cry— bad.
Angry Angry — irritate— stupid— annoy- frustrate.
Fear Fear — afraid— frighten— scare— terrify.
Astonish Surprise — amazing — astonish — incredible
wonder.
Disgust Disgust— dislike — hate — sick—ill.

3) Cosine distance calculation:

To get the nearest emotion to the input sentence (t). The proposed model used the cosine distance for calculating each
emotion of the seven ISEAR’s emotions. Using emotion category embedding vector Et € R%! and each sentence vector
(NXt) to calculate the corresponding percentage of each emotion in every sentence in the dataset.

8 RESULTS AND DISCUSSION

A The International Survey on Emotion Detection Antecedents and Reactions (ISEAR) Dataset

The proposed model used (ISEAR) xdataset have a huge number of emotional sentences reported from questioned
persons taken from previous reactions and experiences to seven emotional situations (sadness— anger — joy — fear —
disgust — guilt) with total Sentences of (3250).

ISEAR database mined, where Table Il shows the distribution of these sentences of each category. A summary of
multiclass classification is below in Table V. The report contains the precision, recall and F1 output of the proposed
model.

TABLE I
NUMBER OF SENTENCES OF EACH CATEGORY.
Emotion Number of sentences
Joy 799
Fear 461
Anger 734
Sadness 304
Disgust 252
Shame 261
Guilt 439

Another result that it is possible to exploit is the binary classification case. In this setting, only two classes were
presented positive and negative sentiment. In the positive class are grouped the sentences labeled with the category
Happiness. While the negative class includes Anger, Disgust, Fear, Shame and Sadness categories. Table V reports the
dichotomy classification results.

TABLE IV
RESULTS OF MULTICLASS USING ISEAR DATABASE.
MULTICLASS RESULTS

Emotion Prec. Rec. F1

Joy 87.3 57.5 69.4
Fear 71.8 40.5 51.8
Anger 91.8 54.8 68.6
Sadness 61.1 27.2 37.6
Disgust 43.2 18.7 26.1
Shame 95.0 29.1 44.6
Guilt 88.6 40.7 55.8

2http://www.affective-sciences.org/home/research/materials-and-online-research/research-material/
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TABLE V
RESULTS OF BINARY CLASS USING ISEAR DATABASE.
BINARY RESULTS
Emotion Prec. Rec. F1
Positive 87.3 57.5 69.4
Negative 79.0 95.0 86.2

B Twitter Dataset

Comparing our methodology with previous work of MirkoMazzoleni and Gabriele Maroni of paper [38]. After getting
their twitter dataset, which downloaded by specifying a keyword ”Christmas” of total of 64 tweets were manually labeled
of the six Ekman's basic ones emations 1-Anger, 2-Disgust 3-Fear, 4-Happiness, 5-Sadness and 6-Surprise.

A multiclass classification comparison for each emotion category shown in Table VI. Which obvious by combining
word embedding and lexicon based classification models. The proposed model got better performance instead of
converting sentence to embedding matrix directly. The algorithm check first if any keyword in the input sentence
available in one of each category lists.

This will save processing time of the computational calculations of embedding matrix. It's very clear the directly
proportional relationship between getting better performance and adding more keywords in each list of each category.

TABLE VI
RESULTS OF MULTICLASS USING TWITTER DATABASE.

TWITTER MULTICLASS COMPARISON

Emotion Prec. Rec. F1 Number
Anger(Embedding) 0 0 0 5
Anger(Lexicon + Embedding) 0 0 0 5
Disgust(Embedding) 100 20.0 33.0 5
Disgust(Lexicon + Embedding) 100 26.3 41.6 5
Fear(Embedding) 0 0 0 0
Fear(Lexicon + Embedding) 0 0 0 0
Happiness(Embedding) 76.0 65.0 70.0 43
Happiness(Lexicon + Embedding) 88.3 80.5 84.4 43
Sadness(Embedding) 33.0 40.0 36.0 5
Sadness(Lexicon+ Embedding) 60.0 20.0 30.0 5
Surprise(Embedding) 22.0 33.0 27.0 6
Surprise(Lexicon+ Embedding) 66.6 25.0 36.3 6

CONCLUSIONS

Emotion detection from text plays an important role in effecting computing, natural language processing and artificial
intelligence. It is also a motivating field and have a wide number of researches on this field as it influences wide massive
range of real-life applications. There are previous approaches that target emotion detection from text supervised approach
that require large dataset for training phase to get a good accuracy and unsupervised approach that do not focus on the all
sentence meaning but only each word individually.

The proposed model is a completely unsupervised algorithm that does not require pre-training data. The evaluation
results show that the proposed model successfully classifies ISEAR sentences based on hybrid technique of lexicon and
word embedding with and overall accuracy of 81%. Also with comparison to the previous work of classifying, twitter
dataset as shown in table VI, the proposed model got better results by adding lexicon phase before converting sentence to
word embedding vectors. For example, the happiness emotion in the previous work reached 76.0 precision, 65 recall and
70 F-score, whereas the proposed model got 88.3, 80.5 recall and 84.4 F-score.

The proposed model can work also with high computational efficiency with different linguistic styles such as misspelling
or translating other languages using Textblob python libraries. Adding more functionality to the system, the proposed
model can detect the Seven ISEAR’s emotions from any other language messages also, by first detected message
language then translating it to English one using Textblob python libraries, then processed the same steps mentioned
before.
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We are seeking to detect more than one specific emotion in compound sentences. The proposed model can detect up to
the seven emotions with high accuracy however also we are seeking to apply more unsupervised methodologies for
higher accuracy and we aim to apply this software in a real life applications.

In the future work we are seeking also to consider the context meaning of the next and previous sentences of a paragraph.
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Abstract-Text mining has become one of trendy fields due to most of data in a format of text and has been incorporated in several
research fields. Text Mining (known as Intelligent Text Analysis, Text Data Mining or Knowledge-Discovery in Text (KDT)) is the
process of extracting or gathering structured information automatically from unstructured text, via text mining tools. In this paper,
some of text mining techniques will be discussed then the proposed methods for mining the publication papers using text mining
approaches will be discussed. Three methods have been presented in this paper, first method is searching for related papers using
keywords, second method is recognizing the named entities in the papers using named entity recognition and third method is
categorizing the paper using machine learning.

Keywords: Text Mining, Named Entity Recognition (NER), Mining Publication Papers, Machine Learning (ML)

1. INTRODUCTION

There are a lot of data produced every-day and increasing of this data makes it important to process and analyze this data to
come up with new information that nobody or no one talks about it. Text is considered as one type of data so mining the text
one of important task to extract information especially for unstructured text. As all of publication papers documents contain a
text so mining the text would help a lot to find the undiscovered relationships among the papers that is related to specific paper
and that result to save the effort and time for the researcher. We used a machine learning algorithm and text mining techniques
to build the system. This paper is organized in the following manner: Section Il for Related Work, Section 111 Proposed
Technique, Section IV Discussion, finally followed by Conclusion and References.

2. RELATED WORK

S.-H. Liao [1] described the text mining process steps as following: collecting, extracting, pre-processing, text diversion,
feature extraction, pattern election, and evaluation. In addition, various widely used text mining approaches, i.e., clustering,
categorization, natural language processing, information extraction, topic tracking, text summarization, and their application
in diverse fields are surveyed.

A. Henriksson and H. Moen [6] discussed integrating a framework Medline biomedical database that helps to eliminate
unnecessary details and extract valuable information. Integrating this framework for named entity recognition (NER),
classification of text, hypothesis generation and testing, extract abbreviations, relationship and synonym extraction.

K. Sumathy and M. Chidambaram [7] discussed the type of text documents that might be structured; semi structured or
unstructured and extracting useful information technique. Giving an overview of applications, tools and issues appear to
mine the text. A generic framework has been presented in this paper for concept-based mining which can be visualized as
knowledge distillation phases and text refinement. There is a dependency between intermediate form of entity representation
mining and a specific domain.

R. Rajendra and V. Saransh [9] presented a method to combine the similar text using k-mean clustering technique for bottom
up approach. However, there are two different approach for web-based text mining process, a top down and bottom up
approach. The document TF-IDF (Term Frequency- Inverse Document Frequency) algorithm to identify the similarity within
the document and discover information regarding specific subjects.

Chau et. al [8] aimed to extract meaningful entities from police narrative reports, such as person, location and organization
using machine learning (ML) with feedforward /backpropagation neural network the system Performed well for some
entities, and not so well for others, Person names (74.1% precision), narcotic drugs (85.4% precision), Personal property,
addresses not as good as expected.
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3. PROPOSED TECHNIQUE

This paper proposes a technique for mining the publication papers. This technique depends on using text mining approaches
and machine learning. The method goal is to search for scientific papers using similar keywords that used in a specific paper
resulting from this process is a set of papers which might relate to each other and that would help in discovering the hidden
relationships among papers. After that recognizing of the named entities for each paper which help to find the relation among
keywords, finally classifying all documents to specific class (See Figure 1).

i Searching for Similar
Extracting Keywords ——) Papers
I
Categorizing Paper —— Recognize hamed
entity

Figure 1: Workflow of Mining the Scientific Papers

A. Extracting Keywords and Searching for Similar Papers
1) Extracting Relationships among keywords

Extracting keywords will be based on the similarity and relatedness score among paper terms. So, each term is assigned to a
score that points to the likeness of their meaning content. There are two main methods for extracting keywords that can be
classified as following; quantitative and qualitative methods. Quantitative method is based on a set of statistical relations

A

Scientific "
Paper ¥

B
a—
Tenm and melation L_- ] —
extraction — |

Figure 2:Process of extracting the keywords and relations from paper

where it considered as the simplest keyword extraction models. Calculating the term frequency with
TF*IDF is one of the models to identify the keywords in the documents, however the method is not enough to address a proper
keyword (See Figure 2).

Qualitative method is based on the semantic relation and analysis that uses the semantic similarity to measure the similarity
between two terms according to their meaning. There is a tiny difference between semantic similarity and semantic relatedness
both can measure same thing terms. the difference in how to calculate the similarity between two terms. Semantic relatedness
is measured using vector space model (VSM) with some of similarity matric like cosine similarity. on the other hand, the
semantic similarity measures the similarity among terms using ontologies where it is considered as a directed graph that
consists of the terms and the definition of relationships between terms.
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To extract the keywords in the documents and prepare the document for mining we used text mining process that considered
as a set of steps where each document goes through each step (see Figure 3):

Multiple

Documents

Preprocessing

Extraction

A
G

b

Stem List }:‘_‘" Stemming

—

Stopword A ,){"\ —_
Removal ~—] Stop List <
b - N

. A

~ -

Ready For
Mining

Figure 3: Work flow of Pre-processing stage of Documents
1) Document Gathering:

In this step we will collect a set of text documents with a different category which each document might be in different format
i.e. word, pdf, html etc.

2) Pre-processing

In this step we will prepare the document throughout some processes each document is processed for removing inconsistences,
redundancies, stemming, separating words to be ready for next step.

. Tokenization:
The process of identifying the document as a set of words by splitting or breaking each sentence into a sequence of pieces
(token) such as words, keywords, symbol, phrase. Sentences are splitted by whitespace, punctuation marks or line breaks.

. Removal of Stop word:
The process of removing useless words that will not affect the meaning of the sentence those words called stop words such as
a, an, but, and, of, the etc. also the search engine had been programmed to ignore or filtering those words.

. Stemming:
The process of converting the words into their root it also called rooting and that is done by chopping of the beginning or
ending of the words where commonly are called prefix and suffix respectively.

3) Text transformation

In this step the document would be represented as a collection of words and their occurrences and these words would be the
features of the document. there is method that can be used to represent the documents:

- Vector Space Model:
It’s the vector that holds multiset of keywords that represents the documents in addition to it multiplicity [3]. That is done

using three phases:

1- Document indexing in this phase the keywords are extracted from the text documents.

2- Indexed keywords weighting using the TF-IDF method.

3- Ranks the documents according similarity measure, measuring similarity can be determined using cosine similarity,
Dice’ Coefficient and Jaccard’s coefficient.
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4) Feature Selection (Attribute Selection):

This step is responsible for disposing irrelevant features (keywords) from the input publication paper and this would reduce
the amount of database space required. There are two methods in feature selection

e Filtering:
Base on the certain statistical criteria all features are ranked the features with highest ranking are value are selected and
low ranked feature are omitted.

e Wrapping methods:
It is based on selecting a subset of features and try the model with this subset and based on the inferences we decide to add or
remove feature from this subset.

5) Searching for Similar Papers

After the documents is preprocessed and represented in a vector of keywords, we will begin start to use this vector to search
for scientific papers containing similar keywords (See Figure 4).

L -
’6 [ | Papers
! b & rasulting from

search engine term quenes

[ 111 ]

= [ 1

List of Terms ~
S —_— - Term and relation
—_ ’A\q—] extraction

List of Terms

Figure 4: Process of using extracted keywords to search for related papers

A. Named Entity Recognition:

Named-entity recognition (NER) (also known as entity identification, entity chunking and entity extraction) is the method of
identify all main concepts and entities in the publication paper and then attaching attributes to a specific entity or predefined
category, such as the names of persons, organizations, locations, expressions of times, quantities, monetary values,
percentages, etc. Named-entity recognition (NER) is a subtask of information extraction which considered as one of the
techniques for text mining. This step would help in organizing the data and finding the relationships among keywords. We
will use the machine learning Recurrent Neural Network (RNN) in this task.

e Training phase:

We will train the Recurrent neural network model using back -propagation through time (BPTT) algorithm where it is similar
to tradition back propagation (BP) algorithm with a little difference, the gradient at each output depends not only on the
calculations of the current time step, but also the previous time steps.

After training our model, we will evaluate it on different groups of datasets. These groups will be collected from different
online research papers databases such as: Google Scholar, Web of Science, etc... After that, we will compare the results of our
model using the evaluation metrics mentioned below.

B. Publication Papers Classification:

The process of classifying the documents using machine learning (ML), the goal of this process is to assign a specific
publication paper to specific class (See Figure 5). There are three types of learning: supervised learning, unsupervised learning
and semi-supervised learning. All these types could be used in any classification problem; however, it differs in whether it
uses labeled data or not. Document Categorization or clustering is considered as one of the techniques of text mining [5].
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Figure 5: Document Classification Model.

4. DISCUSSION

The evaluation metric that will be used are precision and recall both could be interpreted as possibilities not ratios their
equations are as the following: -

. tp
persicion =
tp+ fp
Recall =
eca tp+ fn

Where the tp is stands for true positive, fp false positive and fn false negative.

This the paper introduced an architecture that concerns with mining the publication papers using text mining techniques and
machine learning. The proposed system consists of the following features. First extracting keywords using natural language
processing methodologies. Second categorizing documents using machine learning. Last identify the main theme for the
documents using also machine learning. Many of the researches that using text mining involved in mining data for business
wise to predict the changes in different sectors based on the given data. However, number of researches that concerns mining
the scientific papers is very limited. Therefore, focusing on this point is very important where it has a great impact especially
for researchers throughout saving efforts and time for researchers and collecting most of the papers that are related in a specific
domain.

5. CONCLUSION

In this paper, methods have been introduced for mining the publication papers based on text mining techniques and machine
learning algorithms. The system is divided into three main tasks, first extracting the keywords of the publication papers after
it preprocessed by the mentioned methods above, Second task is to recognize named entity for the publication papers using
machine learning algorithm and it would be the Recurrent Neural Network (RRN) and last task it to categorize the publication
papers throughout supervised learning(Classification) or unsupervised learning (Clustering).
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Some Configuration and Automatic Correction Programs:

Evaluation Research
Medhat Yousef Al-Sabaa

College of Education- Shagra University - Saudi Arabia
myalsabaa@su.edu.sa

Abstract: The subject of this research is to evaluate the performance of some programs of
automatic configuration and correction by discussing some of the scientific basics -
computational and linguistic - on which it is based, from computer language perspective. The
research conducted its applications on the two programs (Multillect) and (mishkal). The
research selected these two application programs; both represent a specific trend in automated
configuration and correction, given their popularity in this field. The research consists of an
introduction, the definition of the problem of research, the two programs of application, and
the important computer and linguistic basics underlying the automated configuration and
correction programs, This is followed by evaluating the performance of some automated
configuration and correction programs, and discuss some of the scientific basics on which it is
based, then produce the search results, and its conclusion.

Key words: Computer system for automated processing, Configuration and automatic
correction programs, Treatment of linguistic methods, Sort language lists.
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Ex1 : «Vous voyez que gloire et fortune tombent sur moi dru comme gréle».
SUE (Eugeéne), L’Orgueil, p. 6.
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(REVERSO)

daa 5 Ll Jagas daa 8 aai Jlal Geddt ASNSe cilaa 5 EME @la a8l JEd) 1 8 Jaadl
s «tomber sur moi» as i 4il axi 43l jleas an il 5 jlen Ly 43Y dnsaall daa il (g oS
dan it dpally Wl ety Lean s als sy 25 Wildia (e ddiay «gréle» anis cqile Olady
pael sl (3 33 gn 50 S o (s gind gl 3 Al A5 Ll dama 2 dea i @ REVERSO
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2] Aan il o & sl dctay Jaadl Lild pde pldl ¢ RN iy (531 aa slal) dan i Al Ll
Ne auld gaaze Jia ) lad sans L 5 aadlly & 5 5aa) 5 4S5 «gloire et fortune» b oY) an
«tomber Sur & ji (o seady Lol i Jiall 3 < S5 3 anill agand 053 andl) OS e alSS 45 Lagian 5

238 O (Sl 380 sall imall aedy o plhind aa siall Ol J Al aalaind L L qqmallyy Lelss 436 moix»

A& ey Cangll AAEN A3 s by ga SR s jidl Gl Ly [4]cluai¥) aad Tl Jiad 5 Al
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Ex2 : «Mais, une fois que les méres veulent quelque chose... dans ’intérét de
leurs fils... elles deviennent des lionnes, des tigresses...». SUE (Eugene), L’Orgueil,

p. 39.
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Ex1 : «Tout Paris sera 1a, on s’arracha les billets de tribune... car, lorsque M. de

Mornand parle... c’est un événement». SUE (Eugene), L Orgueil, p. 42.
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Ex1 : « En face de la cheminée, on voyait le piano d’Herminie, Son gagne-pain».
SUE (Eugene), L Orgueil, p. 59.
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Ex1 : «Je tacherai de repécher le godelureau ; sinon je mettrai ses Louis au tronc
des pauvres... ». SUE (Eugéne), L Orgueil, p. 65.
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(L’Oxymore) Ll (2)
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Ex1 : «Ernestine, de son cOté, resta quelques moments silencieuse, pensive, pour
deux motifs ; elle était réveuse, d’abord parce qu’elle se rappelait les regards
singuliers qu’Olivier avait jetés sur elle en apprenant qu’il était officier...
regards... dont Ernestine croyait comprendre la touchante et généreuse
signification, puis la jeune fille ressentait un_melancolique Bonheur en songeant
que sa nouvelle amie était la jeune artiste que 1’on avait appelée aupres de madame
de Beaumesnil pendant ses derniers moments». SUE (Eugene), L 'Orgueil, p. 96.
G8 1 A pd Aal Lal qally il Bal gl (e dullg) g B ALl Lay A ) B i) gy
Bsally WSl Wgelaal 08 " Aysal) Al I Guall Uay) ga Cusal) b L Wi
@l AY) (udilf 5o A oA o e (LS Aleba culy Cunad) Cpigdy Mgy S8 daga sl
1881 <1271

WY £ JS Sy Yol ¢ dalla cills Cpaad ¢ 5 gags ¢« ClBial pudad Alabia (il ) Culy ¢ gl ey
Ll calie) cpliad 3 O g ... Jailida 4] Coan Ladie 4pdal gl Lgade WY A 4980 <) Bl @ S
S Bl Whisa o A il 8 Salaud) Ay e Ll BLRN cimd Al ¢ plidly Gualll e agdl

Aaa 5 o s Y Llaal DA Madame de Beaumesnil (o) o5le il ai o M) L&) ¢l

(;tads cuny 98 g LiiSa Ciana Al (any JIE Y (O iladl o) ¢ 5al) ¢ Ernestine, »
dday Gl i A3l dale 08 e (L g) (Al) AN La sgdiadl 3 jdal) disay 4l SN0 o W g alla (S
SNy Balaad) an) A g gaud) o LS8 BURN) < i f | ra agdy Ernestine aaSy sl ) gas 48 9)
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(GAY) claall))) B il s P Ga Aasw Beaumesnil &9 ¢l Glad ldl yaall Uia ¢
REVERSO

O oS Vs Llai Aadle ye Ll (55 il g REVERSO daa i e Galailly JUall 13 b i
G (e L Aan i oeh Uedi il le (s Jasa daa 8 ) asai (ST Gala) (g A i Lggle (sl
«un mélancolique i) 138 ale 3€ 5 al GA paal) lae Lo ol agle Caling Y L Jlead)
2B 5 slag daa i e o gual) Ll 13) 5 s Lagin Joa Y5 (U slaia (il (5ialS 223 Bonheurs»
G eliall iy aedll 134 (Y 580 o2 ine o calidly (uSal Laa ¢ pnanil) 138 daa i Calag ol8 4] ani
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Wilaa o S Ladie ¢Jall W jaky Balaey jadd cuilSy Ay glll 3 el i Bl o2 (s ke agdl g
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[1] SUE (Eugene),( 1865), L’Orgueil, Le Siecle, Paris. ‘ ;
1882 1881 ¢l ¥l udill 5 je (5238 (5 yian (D)
[2] https://translate.google.com/?hl=ar&tab=wT

https://dictionnaire.reverso.net/francais-arabe/
[3] POUGEOISE (Michel), (2006), Dictionnaire de poétique, Belin, pp. 108-306.
[4]www.almaany.com/ar/dict/ar-ar/<w<al)/ ( 2013-5-14 gl &3),
Heail aad hae s ey
[5]SELESKOVITCH (Danica), LEDERER (Marianne), (1983), Interpréter pour traduire,
3eme édition, revue et corrigée, publications de la Sorbonne, Littératures | 10, Didier
érudition, Collection “ Traductologie 17, Paris, p. 18.
[6]KARAS (Hilla), (2007 ), «Le Statut de la traduction dans les éditions bilingues, de
I’interprétation au commentaire» in Palimpsestes, N. 20, pp. 137-160.
) ) lina 1 pad) Jua¥) B Aia ol 408 [7 ]
Gl s cadg i bglial S35 pa Ly al) il 4 LSl BLLY) poeadic(( 19641965) ¢(sk) (ossinl
Q) 31 Cll) By o (Al b S Gl () Gy o sl 285,60 L ¢ ¢ il
wcAal) ALY ¢y o gy

In http://www.maajim.com/dictionary/ 4é (2013-5-104 &3y &),

+ AIAY B )

4 ‘\

das jill A ialdl e cilias 2009 ale ol il e 252007 ple 4 i 5 ol uuwuj; Adala
S« AEN CEAY Yy ) gimall Eaadly S LG 28] Aad i) Aaals cmlaV) A el (e Wis Jand
Cila a5 2016 ysedsi o dan Jill oo sdll alaall 5 RGN oY) Gudaal) A ad] 21 dan Al gl ai gl
s el A i) sile 8 (o oal) oY) e W il g daa ) 3 ey (g siaadl Gaanlly O LS ¢ AT
Y A0S Aae 3 s Cany Led 5 2017 0o 22521 (oos B8N e W1 Gudaall 3 il (531 5 4y pucaall
5yl 84 paall ddlaiall 840 pall ) das yiall A jbl) Gl g )l e) B Bale )y o) sie Chad (Aol giall dxala
S A )Y bl S ol ainall (b oS Ly (@HEN daa i A A0 1893 s 1881 (e
A Aalis 1) 5 an siallyy () gimall Sindly 2017 Jpensnd 5 (A 3 (e 5yl (8 daiall 48 giall daals o laY)
Oe a5 Gualid) o sy Al gal) pema dmala 8wl o3 5 Arll) dunigd e aolud) jaigall 8 Liagl oS s
‘_,’_'1@\ ‘_AJJ\ JA}A\ Sl A il ! L_,_'uuj\ ielua <t Caladl :)}J» O sl Gadll 2017 annd
p s sall Cndly D018 il 8225 21 (o059 A ) Sl shadiall gaay aafl (5311 ¢ caDlal) 5 (o yadl Sl S (e
2 B alas Alaladly paige B S HLE s «1893 (Sx 1881 (w5l L al Y sy s 8 das jill &S ja
Osirall Giadl 2018 Sl 5 (N 3 e 5l 8 5 alall deala (o) ASH Al G35 miasall il
Sy pan 3 g dand il Al LY A padl) Amaall 2yl il sae 8 5 giac (daa il 5 el ac Ll
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The Translator and Machine-Assisted Translation on
Translating the Literary Texts

Can the Machine-Assisted Translation Replace the Human
Role?

Asmaa Gaafar Abdel-Rassoul

Faculty of Arts, Menoufia University
gmasmaa@yahoo.com

Abstract: In the translation of literary texts, translator needs several skills including cognitive and
linguistic culture toll not only. We will review in this research do these skills available in
translation sites electronic dictionaries as GOOGLE Translate and dictionary REVERSO. Our
attention will focus on the stylistic aspects that constitute a significant difference in terms of the
creativity of the translator and his understanding of the proper understanding of the text. They
will ask some examples of comparison between different translations.

Keywords: literary texts, electronic dictionaries, cognitive and linguistic stylistic outcome, the
creativity of the interpreter.
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Abstract: This comparative study reveals the differences and discrepancies between the dictionaries
and the mechanical dictionaries at the level of the scientific material and the level of use. As is well-
known, all vocabulary of natural languages are stored in public dictionaries or private dictionaries.
Since ancient times, linguists have been interested in studying the language by collecting it from the
mouths of its speakers and classifying it in linguistic language books. However, with the
development of technological methods and natural language processing systems, language study
methods have changed and are stored in automatic dictionaries after being stored in paper
dictionaries.
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Abstract— This paper presents solving ambiguity in a corpus based approach for bilingual ontology. The description of the
bilingual ontology (Arabic-English) is utilizing a class definition of object oriented programming to define concepts of nouns and
verbs. Four algorithms of corpus based for bilingual ontology are designed. There algorithms are: preprocessing; matching and
alignment; ambiguity resolving and updating. The ambiguity algorithm resolves the ambiguity of having a word that might be
noun or verb.

Keywords: Machine Translation, Ontology, Bilingual Ontology (Arabic-English), Corpus based approach, (Arabic-English).

1 INTRODUCTION

This paper presents resolving ambiguity in a corpus-based approach for bilingual ontology that can be used to describe the
concepts by using classes. Ambiguity is a pervasive phenomenon in human languages. It is very hard to find words that
are not at least two ways ambiguous. Sentences which are (out of context) in several ways are considered ambiguous.
Ambiguity is the rule, not the exception. In the worst case, a sentence containing two words and each has two ways
ambiguous may lead to four ambiguous. The word ambiguous, at least according to the Oxford English Dictionary, is
ambiguous between two main types of meaning: uncertainty or dubiousness on the one hand and a sign bearing multiple
meanings on the other. Philosopher’s interest in ambiguity has largely stemmed from concerns regarding the regimentation
of natural language informal logic: arguments that may look good in virtue of their linguistic form in fact can go very
wrong if the words or phrases involved.

This paper is organized as follows: In section (2), gives a background on ontology, bilingual ontology and Machine
Translation. In Section (3), gives the related works. Section (4) describes the bilingual ontology (Arabic-English) of noun
and verb by using a class of object oriented programming. In section (5) presents the design of the corpus based approach
for bilingual ontology using four algorithms: preprocessing, matching & alignment model, ambiguity resolving and
updating. In section (6), study two cases to obtain a bilingual ontology (Arabic-English) of a noun hierarchy and similarity
to verb. In section (7) starts from an Arabic-English ontology and uses a number of files (30 Arabic-English corpus files)
to get a new bilingual ontology. Finally, section (8) presents conclusion and future works.

2 BACKGROUND

Machine translation is an automated translation. This translation is implemented by utilizing computer software to
transform a text from a naturalistic language (such as Arabic) to another language (such as English) without any human
involution. The machine translation process is shown in Fig. 1[1].

The concept is an ambiguous, if it can have one or more than meaning. For instance, the concept of “bank” which has two
meaning in English the edge of a river, or a financial institution. Ontology is a debate here in the applied context of software
and database engineering, yet it has a theoretical grounding as well. Ontology gives details of a range of words with which
to make statements, which may be inputs or outputs of knowledge agents (such as a software program) [2].

Bilingual is the most general expressions that is utilized when people talk about people who speak two languages. For
example, a bilingual person might talk Arabic and English or any other two languages. How to make ability to speak two
languages, mostly depends on the person who works to find information and it make observations in the form of questions,
or the policy maker and his statutory policy [3]. The word of Bilingual is divided into two parts: the first part is ”Bi” which
means (having two) and the second part is "lingual" which means (language). Thus bilingual means (having two
languages). Bilingual is a noun, and a person can be called a bilingual, such as in the North American country like Canada,
where the official languages are French and English, and where many of the citizens are bilingual [4].
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Source Text

Analysis

Transfer

Generation

Target Text

Figure 1: Machine Translation Process

3 RELATED WORK

There are many related work depend on machine translation, ontology, corpus based and bilingual ontology. In [5], the
authors give a detail about the semi-automatic process of associating a Japanese word list with a semantic concept
taxonomy called an ontology, utilizing an English- Japanese bilingual dictionary. This problem focuses on how to connect
the Japanese lexical things with the concepts in the ontology by automatic ways, so it is also hard to know many concepts
manually. They have prepared three algorithms to connect the Japanese lexical things with the concepts such as: the
equivalent-word match, the argument match, and the example match. The major goal of this research improves the ratio
of the open words and the closing words from the three points: semantic distance measurement, other lexicons and
databases and Integration of the three algorithms.

In [6], the researcher describes an alignment system that aligns Malayalam - English texts at word level in parallel
sentences. A parallel corpus is a combination of texts in two various languages, one of whom language is translated to
tantamount of the second language. So, the prime objective of this method is to construct word-aligned parallel corpus to
be utilized in Malayalam and English machine translation (MT). This research aims to build Myanmar-English parallel
corpus can be improved by a combination of corpus-based approach and dictionary lookup approach.

In [7], the authors developed the paper in [6]. Parallel corpus assists in to create the statistical bilingual dictionary, in
backing statistical machine translation and also in supporting as traineeship data for word meaning and translation
disambiguation. Furthermore, the presentation of this approach can too be progressed by utilizing a listing of equations
and morphological analysis. This research develops Myanmar-English parallel corpus depends on the work by [6]. This
system uses the Myanmar-English corpus (1000 sentence pairs) and 250 sentence pairs for testing. The sentences were at
least 4 words long. The performance report of our alignment Models by using three terms (Precision, Recall and F -
measure).

In [8], the researchers describe the methodology to know the parallel Hindi-English sentences by utilizing a word
alignment. This methodology helps to improve the parallel Hindi-English word dictionary after syntactically and semantic
analysis of the original text from Hindi-English. This methodology develops on two ways to solve this problem. The first
way is normalization of tagged Hindi-English sentences. The second way is a mapping of Hindi-English sentence by
utilizing parallel Hindi-English word dictionary. The major aim of this research how to describe the alignment English-
Hindi parallel corpus and obtain the type of alignment (e.g. one to one, ..., and so on). This paper starts from 555 different
parallel English-Hindi sentences have been accepted.

4 DESCRIPTION OF BILINGUAL ONTOLOGY

In this section the description of bilingual ontology is going to focus on some part of speech (POS); the concept of nouns
and verbs. The noun concepts are going to discuss some semantic relationships e.g. Synonyms, Hypernyms, and Hyponyms
in the perspective of both English and Arabic. The verb concepts are going to discuss some semantic relationships e.g.
Synonyms, Hypernyms, and Troponyms in both English and Arabic perspective.

The bilingual ontology is a set of concepts in two languages (Arabic - English), one of which is the translation equivalent
of the other. The bilingual ontology described by using the concepts. The concept is defined by using a class of Object-
Oriented-Programming to describe the concept of English and Arabic.
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As illustrated in Fig. 2, the general description of noun concept is defined by using a class. From the class definition, the
symbols and characters are defined as the following:-

* The symbol (#) means the number of
* Ns= number of Synonyms

* Ne= number of Hypernyms.

* No= number of Hyponyms.

N-concept
Semantic relations # Concepts

# Synonyms: (Ng) concept 1- ... - concept (Ns)
# Hypernyms: (Ng) concept 1- ... - concept (Ng)
# Hyponyms: (Ng) concept 1- .... - concept {Np)

# OB (Ns) y pggae- . - (Ns) pagho

# JLxaVl (Np) y pseke- - (Ni) psebe

# naill (No) y pashe - (No) p sehe

Figure 2: A General Description of the noun concept

As illustrated in Figure 3.2, the general description of noun concept is defined by using a class. From the class definition,
the symbols and characters are defined as the following:-

+ The symbol (#) means the number of
* Ns= number of Synonyms

+ Neg=number of Hypernyms.

* Nr= number of Troponyms.

We discussed about the description of bilingual ontology and some examples obviously in [9].

V-concept
Semantic relations # Concepts

# Synonyms: (Ns) concept 1 - ... - concept (Ns)
# Hypernyms: (Ng) concept 1- ... - conecept (Ng)
# Troponyms: (Ny) concept 1 - ... - concept (Ny)

# SUbILE (Ns) y »sgae - - (Ns) o sgae

#dl.&.ﬁw (N ] Y rﬁﬂa--(‘wg) r_’.‘.ﬂ.o

#oldl (N2) y psehe - (Nr) o sehe

Figure 3: A General Description of the verb concept

5 DESIGN OF CORPUS BASED APPROACH FOR BILINGUAL ONTOLOGY

This section describes the design of corpus based approach for bilingual ontology (Arabic-English). There are four different
steps to develop this approach. These steps will be discussed in the following of the sub sections. This section refers to a
work [7] to develop the three steps (Pre-processing, Matching & Alignment, and Update) and add a new step is “Ambiguity
resolving” to obtain the final architecture of corpus-based approach for bilingual ontology is developed as shown in Fig.4.

Arabic-English J Preprocessing Arabm—Engllshr Matching &
Corpus i Words Alignment

Updated Verb Update Verb Ambiguity
Ontology Concepts Resolving

J 3

b

Update Noun
Concepts

!

Updated Noun
Ontology

Figure 4: Architecture of Corpus-Based Approach for Bilingual Ontology
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This architecture starts from an Arabic-English corpus, to get (nouns and verbs) concepts to store them in bilingual
ontology. Now, let’s go to explain the four steps and clarify the improvement.

A. Preprocessing Algorithm

Pre-processing Algorithm is an important step in the design of the corpus-based approach for bilingual ontology. It removes
all Arabic and English stop words from the sentences, as well as, all character sets, digits, proper nouns (singular or plural),
adverbs, adjectives, ...., and so on except a (verb or noun) as illustrated in Algorithm1. This algorithm describes as follows:
Given an Arabic language (A) and English language (E). The Arabic sentence describe as A = Ay, A, ..., A, ..., 4, , for
length L, whereas the English sentence describe as E = E, E, ..., Ex, ..., Ey, for length L.

The aims of this algorithm is to remove all stop words of Arabic and English Sentences (i.e. character sets, digits, nouns,
verbs, proper nouns, adverbs, adjectives, ..., and so on) expect nouns and verbs. This algorithm improves from the work
by [7], it gets new sentence of two language (Arabic and English) as illustrated in Algorithm 1.

Algorithm: Pre-processing Algorithm

1:  Start with a list of stop words Arabic (L) and English (L,);

. Accept the Arabic sentence (A) and the English sentence (E);
3:  for each Arabic sentence A do
4 Separate the sentence into words;
5: if word is found in a list (L) or word € Character sets or word € Digits or word & (noun or verb) then
6: Removing the stop words;
7:
8
9

Removing the character sets;
Removing the digits;
: Removing the proper nouns;
10: Removing the adverbs, adjectives, ..., and soon;

11: else

12: Store the word in a new list;

13: End if

14: end for

15: for each English sentence E do

16: Separate the sentence into words;

17: if word is found in a list (L) or word € Character sets or word € Digits or word & (noun or verb) then
18: Removing the stop words;

19: Removing the character sets;

20: Removing the digits;

21: Removing the proper nouns;

22: Removing the adverbs, adjectives, ..., and soon;
23: else

24: Store the word in a new list

25: End if

26: end for

B. Matching and Alignment Algorithm

As illustrated in Algorithm 2, after preprocessing algorithm. The matching and alignment algorithm is used to make
matching between two words in Arabic and English. This algorithm develops from the work by [7].

Algorithm 2: Matching and Alignment Algorithm
1:  Accept the Arabic sentence (A) and the English sentence (E);
2 Let Ae= set of English concepts based on Arabic word;
3:  for each Arabic word do
4 if search in Agis found then
5: Match the meaning with English word in Ag
6
7
8
9

else
Update and make a new concept in Ag
End if
end for

C. Ambiguity Resolving Algorithm

After matching and alignment algorithm, the “ambiguity resolving” algorithm is utilized to check the concepts of (noun or
verb) in (Arabic - English). This section has five cases to determine whether the concept is a noun or a verb or both as
illustrated in Table I and as described in Algorithm 3.
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TABLEI
CASES OF CONCEPTS
Arabic Concept English Concept
or or .

English Concept Arabic Concept | Final Result

noun noun noun

verb verb verb

noun (noun and verb) noun

verb (noun and verb) verb
(noun and verb) (noun and verh) (noun and verb)

Algorithm 3: Ambiguity resolving Algorithm

1:  Accept list of Arabic concepts L, and list of English concepts Lg;

2:  for each Arabic word (W,) and each English word (Wg) do

3 if W, is a noun and We is a noun, conversely then

4 Store Arabic concept and English concept as a noun
5: Else if Wa is a verb and We is a verb, conversely then
6:
7
8
9

Store Arabic concept and English concept as a verb
Else if W, is a verb and We is a(verb and noun), conversely then
Store Arabic concept and English concept as a verb
: Else if W, is a noun and Wk is a (noun and verb), conversely then
10: Store Arabic concept and English concept as a noun

11: else if W, is a (noun and verb) and We is a (noun and verb), conversely then
12: Store Arabic concept and English concept as a (noun and verb).

13: End if

14: end for

D. Updating Algorithm

After “ambiguity resolving” algorithm, the final step is an updating algorithm which is utilized to update the bilingual
ontology (Arabic-English). It contains words to be translated into other words. The algorithm of the corpus-based approach
for bilingual ontology is illustrated in Algorithm 4. We developed this algorithm from the work by [7].

Algorithm 4: Updating Algorithm
Accept the Arabic sentence A and the English sentence E;
for each Arabic word do
if Match is found then
Corpus based Arabic word with English

Y B

Update and add in a hierarchy of the bilingual ontology
End if

2
3
4:
5: else
6
7
8 end for

6 CASE STUDIES

To illustrate the corpus based approach by using two case studies are presented. The first case study does not have
ambiguity, and the second case study has ambiguity.

A. Case 1:

The first case study is to find a new concept in Arabic-English that is a noun or a verb in one of these language and is a
(noun and verb) in the other. In this case, the results are described in two points:

1. Wi =noun, W, = (noun and verb), then the result = noun.

2. Wy = verb, W, = (noun and verb), then the result = verb.

This new concept is not defined in the previous (noun and verb) hierarchy of the bilingual ontology.
Example: We have two input sentences in Arabic (A) and English (E) languages as the following:

E Sentence: Thank Ahmed for going with me
A Sentence: e Gl aaal ) g4

Applying the first step to remove all English and Arabic stop words, digits, character sets, proper nouns and adverbs,
adjectives, ..., and so on from the two sentences by using the preprocessing algorithm in Algorithm1. the new sentences
are follows:

E Sentence: Thank go

A Sentence: Glad ) s
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Applying the second step to make alignment between the two new sentences by using the alignment algorithm as shown
in Algorithm 2. From the alignment algorithm, this case gets a new verb concept (thank- 1,8). Now, in order to determine
whether the concept is a noun or a verb or both. The “ambiguity resolving” algorithm is used as shown in Algorithm 3.
After checking the two concepts, this algorithm finds the Arabic concept as a (houn and verb) and English concept as a
verb. This case takes the verb concept of both of them.

The concept of thank” has one senses in English and two senses in Arabic and every word has one or more senses. The
Synonyms, Hypernyms and Troponyms of that concept are described in Fig. 5.

V-thank
Semantic relations # Concepts
# Synonyms: 1 thank

# Hypernyms: 7 convey - impart - tell - inform - communicate - interact - act
# Troponyms: 2 acknowledge - appreciate

#obbill 2 st ue

# Nt T Jai- G- ax - W3] a5 Jele - Jud

#J'tgt“: 2 n_i'j.a'i-J.,\iJ

Figure 5:A Description of the verb thank

The final step is applied to make an update in the hierarchy of the bilingual ontology by using an updating algorithm as
shown in Algorithm 4. To get new hierarchy of the bilingual ontology, we use all the previous of verb concepts such as
(eat, go, become and do) and add a new concept "thank™ as shown in Fig. 6.

act Y

I;
: ::9»‘:_;_“
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- S '('-. e e -
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\\ JEk / " g v

e
ST el i

e = S s

— S - e

( thank O\ ¢ g0 \ (become )\ / do O
Y Ny gl N

o

g
T

oo

S

Figure 6: Desc_ri_ption of the i/grb hierarch_y_a_fter adding_'t_h_énk

B. Case 2:

The second case study is to find a new ambiguous concept in Arabic-English one of this language is a (noun and verb).
This case takes all parts of speech like noun and verb. This new concept is not defined in the previous (noun or verb)
hierarchy of the bilingual ontology. Finally, the researcher adds two concepts in both noun hierarchy and in verb hierarchy.

Example: We have two input sentences in Arabic (A) and English (E) languages as the following:

E Sentence: This book about the car
A Sentence: Bl (e UK 13

Applying the first step to remove all English and Arabic stop words, digits, character sets, proper nouns and adverbs,
adjectives, ..., and so on from the two sentences by using the pre- processing algorithm as shown in Algorithm 1, the new
sentences are follows:

E Sentence: book car
A Sentence: 3yl S

Applying the second step to make alignment between the two new sentences by using an alignment algorithm as shown in
Algorithm 2. From the alignment algorithm, this case gets a new ambiguous concept (book — <tS). Now, in order to
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determine whether the concept is a noun or a verb or both. The “ambiguity resolving” algorithm is used as shown in
Algorithm 3. After checking the two concepts, this algorithm finds the Arabic concept is a (houn and verb) and English
concept is a (noun and verb). This case takes some of parts of speech, such (houn and verb) of the concept in Arabic-
English.

The final step is applied to make an update in the hierarchy of the bilingual ontology by using an updating algorithm in
Algorithm 4. To get new hierarchy of the bilingual ontology, we use all the previous verb concepts such as (eat, go, become,
thank and do) and add a new concept ”book” as shown in Fig. 7. Also, by using all the previous noun concepts such as
(person, dinner, car, college and teacher) and add a new concept “book” as shown in Fig. 8.

| ‘|
.
Uy = -
[ consume ( make
u Sl o N ey LS
‘, seer ')P‘_\:
T L
el . S
If'/ eat ) [ bool \
s ke
/_,,—' - -.\\.. //_r ',, L - --,___\ . .'.,/. -t -
thank \ ¢ go % ¢ become\ ¢ do
et ) Uhita) Wemmrey) O o)
e R i eemll e
[ artifact ({living thing
) g G oEe
s . s
o | S
F S ! N e O
car ) S dinner 4 {* person
N 7 NN el ) - J
b e ‘\\ s Lo P
{ college 7
A o ;
-l book e /\
S TS i =N
b e ( teacher
‘x_.__.,/-/

Figure 8: Description of the noun hierarchy after adding a book

7 DATASETS

This section uses the Python programming language and some libraries to make an implementation for the Arabic-English
corpus files to obtain the new concept for noun or verb, starting with an Arabic-English bilingual ontology that contains
25 concepts of noun and verb. This chapter uses 30 Arabic-English corpus files from the website [10].

The new Arabic-English bilingual ontology is stored the concept in excel sheet. The obtained results are shown in Table
I1. By using the comparison between the old of bilingual ontology and Arabic-English corpus files, the researcher gets 7
different nouns and eight different verb to adding in the final bilingual ontology. The research collects all nouns and verbs
in a new bilingual ontology. The obtained results are shown in Table II. The executed program takes approximately 50
minutes.

103



The Eighteenth Conference on Language Engineering 5-6 Dec. 2018 ESOLEC'2018

TABLE I
RESULTS OF 30 ARABIC-ENGLISH CORPUS FILES
Number of Noun Number of Verb Total
Initial Bilingual Ontology 16 9 25
Arabic-English Corpus Files 276 130 406
Final Bilingual Ontology 283 138 421

8 CONCLUSIONS

In this paper, we proposed a description of the bilingual (Arabic-English) ontology by using a class of object oriented
programming to define concepts of nouns and verbs. The noun concepts are going to discuss some semantic relations as
the Synonyms, Hypernyms and Hyponyms in the concepts of English and Arabic. The verb concepts are going to discuss
some semantic relations as the Synonyms, Hypernyms and Troponyms in the concepts of English and Arabic. The paper
discusses how we may resolve the ambiguity of words in both languages. Two case studies are presented.

We have applied four algorithms of corpus based for bilingual (Arabic-English) ontology such as:

1.Preprocessing

2.Matching& Alignment

3.Ambiguity resolving

4.Updating
From the description of bilingual ontology and design of corpus based approach for bilingual ontology to show the case
studies. The directions of future work:

1. Applying this approach on a large number corpus files of (Arabic-English) ontology.

2. Applying this approach on multilingual ontology rather than bilingual ontology and in this case using a number of

corpus files on multilingual ontology.
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Abstract — This paper is primarily a translation analysis of the Arabic and English morpho-syntactic structures using Biber’s
model (1988) and Stanford program. It is a corpus based quantitative study that has used 66 features out of the 67 that has been
identified by Biber and the paper is in line with Biber’s model and statistical procedure. The corpus selected for this thesis is Alice
Monro’s collection of short stories The Power of Love (1985) and its translation into Arabic, Masiret EI Hob (2015) by Mohamed
Tantawi. All the English and Arabic features are counted by the aid of a computer program, Stanford (2015). Stanford is a
program that is used for annotating the chosen corpus and it is working on the morpho-syntactic levels of English and Arabic.The
66 features are classified into four factors for the English language and five factors for the Arabic. Only twelve features are
counted manually in the Arabic analysis by the researcher herself. Finally, the findings reflect major differences between the two
languages as some of the features could not be identified by the computer program.

Key words: translation, computational, linguistic variations

1 INTRODUCTION

Corpora are collections, usually electronic ones today, of texts. A ‘parallel corpus’ is a bilingual or multilingual corpus that
contains one set of texts in two or more languages” [16]. There are altogether three types of parallel corpora, and their
functions are different according to their different construction. The first type is the normal parallel corpus. This type
contains only texts of language, usually source language, and their translation into another language, target language. The
corpus of this study belongs to this type. The second type is the reciprocal parallel corpus. It contains not only the source
texts in language A and their translation in language B, but also source texts in language B and their translation in language
A. The third type contains only translations in different target languages. This type may be bilingual or multilingual.

Corpus-based translation studies are interested in how equivalence might be achieved and what kind of equivalence can be
achieved, and in what context [2].Translation unit studies are interested in the alignment of translation units and their
equivalents in a given parallel corpora, and how these equivalents can be re-used by other translators in the future
translations, especially by those translators who have to translate into a non-native language where their intuition is often
insufficient. The unit of annotations and the choice of the annotation scheme are crucial for the quality of this research. [19]
has expressed that translation units are the smallest unit in translation and they are very useful for bilingual lexicography.
[22] has stated that “parallel corpora are repositories of the translation units and their equivalents”. Computational linguistics
(CL) combine resources from linguistics and computer science to discover how human language works. Computational
linguistics is a vital field in the information age. According to [18], computational linguists create tools for important
practical tasks such as machine translation, speech recognition, speech synthesis, information extraction from text, grammar
checking, text mining and more. [10]has stressed the idea that contrastive Analysis (CA) is a method that is connected to
Contrastive Linguistics, which is considered a branch of linguistics that focuses on illustrating the differences and similarities
among two or more languages at different linguistic levels as semantics, syntax, and phonology, [24].[9] defines contrastive
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analysis as “the study of foreign language learning, the identification of points of structural similarity and difference between
two languages".

The use of computerized text corpora and computer programs for the automatic identification of linguistic features made it
possible to fulfill a study of this scope. The words in any text are all marked, or ‘tagged’, for their grammatical category, to
facilitate automatic syntactic analysis. There are two main steps associated with automatic identification of the linguistic
features. The first is to tag the grammatical category of each word, as a noun, verb, adjective, preposition, WH pronoun, etc.
[13] has explained that this step requires a computerized dictionary so that the program can search for words in the dictionary
and find their grammatical category. The tags resulting from this procedure provide the basis for the second step, which is
identifying particular sequences of words as instances of a linguistic feature. For example, if a noun is followed by a "WH
pronoun” and not preceded by the verb "tell or say", it can be identified as a relative clause; the sequence tell/say + noun
phrase + WH pronoun might be either a relative clause or a WH clause. Working on the programs which can be used for the
frequency counts of the features has spread over the years (1983- 1986).

Earlier Programs have been criticized by the lack of a dictionary; to identify linguistic features, they relied on small lists of
words that were built into the program structure itself. These lists included prepositions, conjuncts, pronominal forms,
auxiliary forms. Since these word lists were relatively restricted, the grammatical category of many words in texts could not
be accurately identified, and therefore these programs could not identify all of the occurrences of some linguistic features.
The programs have been designed to avoid skewing the frequency counts of features in one genre or another so that the
relative frequencies were accurate. The main disadvantage of this earlier approach was that certain linguistic features could
not be counted at all. For example, there was no way to compute a simple frequency count for the total nouns in a text,
because nouns could not be identified. For these reasons, the second set of programs has been taking place.

The second stage of program development took place during the years (1985-1986). The approach used in this stage is
different from that of the first stage. As a result, a general tagging program to identify the grammatical category of each word
in a text was developed. The aim is to develop a program that was general enough to be used for tagging both written and
spoken texts. For example, the program could not depend on upper case letters or sentence punctuation. This goal is achieved
by using a large-scale dictionary together with a number of context-dependent disambiguating algorithms. The main problem
that had to be solved is that many of the common words in English are ambiguous as to their grammatical category. Words
like "absent” can be either adjectives or verbs; words like "acid" can be either nouns or adjectives. All past and present
participial forms can function as noun (gerund), adjective, or verb. A simple word like that can function as a demonstrative,
demonstrative pronoun, relative pronoun, complementizer, or adverbial subordinator.

[3]has developed algorithms to disambiguate occurrences of certain words, depending on their surrounding contexts. For
example, a participial form preceded by an article, demonstrative, quantifier, numeral, adjective, or possessive pronoun is
functioning as a noun or adjective. That is to say, it is not functioning as a verb in this context; given this preceding context,
if the form is followed by a noun or adjective then it will be tagged as an adjective; if it is followed by a verb or preposition,
then it will be tagged as a noun. Tagged texts enable automatic identification of a broad range of linguistic features that are
major for differentiating between genres in English. The tagged texts are subsequently used as input to other programs that
count the frequencies of certain tagged items (e.g. nouns, adjectives, adverbs) and compute the frequencies of particular
syntactic constructions (e.g. relativization on subject versus non-subject position). This approach assures a higher degree of
accuracy and it allows inclusion of some features that could not be accurately identified by the previous programs. The
resulting analysis is thus more complete than earlier analyses. The researcher has consulted the IT team in Stanford who
helped a lot in solving many problems that the researcher has encountered in this research. They also put Biber's algorithm
into consideration, which is going to be an asset to their program.

2 BIBER’S VARIATIONS

[3] is the main model upon which this study is based. The initial step is to collect the English and Arabic texts that are used as
the corpus of this study. The second step is to choose an English tagger to be implemented in the analyses of the data. A pilot
study is conducted for choosing the best tagger to be used in the study which is Stanford tagger. Next, computational
identification of the specified linguistic features in English and Arabic texts by the use of Stanford tagger is applied.
Furthermore, an annotation of the linguistic features is manifested as the units of annotation and the choice of the annotation
scheme are crucial for the quality of this research. Moreover, clustering the linguistic features into groups that occur with a
high frequency is manifested. The following step is to group these features into factors and to apply a statistical analysis to
interpret the features underlying each factor. Also, specifying the English and the Arabic features used in Stanford Corpus to
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be applied in both the English texts and the Arabic equivalent translated ones. Next, annotating the English / Arabic texts by
using an English tagger, Stanford is applied. Text normalization is crucial for any comparison of frequency counts across
texts, because text length can vary widely. A comparison of non-normalized counts is going to give an inaccurate assessment
of the frequency distribution in texts. Finally, the actual presence of the variables located in the texts and their parallel
translated words are going to be checked in the SPSS program to calculate their actual number of presence.

The present study is significant for many reasons. First, the use of computer-based text corpora provides a standardized
database. Second, the use of Stanford computer program to count the frequency of occurrence of 66 linguistic features in ten
short stories and their translations and to offer a detailed analysis of the distribution of these features. It is the only computer
program that can deal with the English and Arabic languages simultaneously. Next, the employment of multivariate statistical
techniques, especially factor analysis, is applied to determine the co-occurrence relations among the linguistic features.
Finally, the use of microscopic analysis is maintained to interpret the features underlying each factor.

While the purpose of this paper is academic, the need to accelerate the investigations in translation research is becoming a
must, as translating from other languages in the modern era, with information flooding from every comer in the globe is
increasingly in demand. Translation studies, have only evolved during the last decades [8]. Scientific research in this area is a
very recent phenomenon, as stressed by [12]. The call for research in translation is overwhelming as "a whole range of
issues seemed to be waiting for examination, and inquiry is overdue", [21]. Calls for conducting systematic comparative
studies of translated and source texts [8] and those for research focusing more upon what [17] has termed "the acquisition of
translation competence", have not been accomplished. In translating between English and Arabic, there is a shortage of
research in translation problems that may be encountered by Arabic translators of English [15], [16].

3 THE CORPUS

The short stories that are used as the corpus of this study are ten short stories taken from Monro's collection of short stories
The Power of Love and their translated equivalence which are translated by Mohamed Saad Tantawi and published by
Hindawi Foundation for Education and Culture in 2015. The actual presence of the variables located in the texts and their
parallel translated words are going to be checked in the SPSS program to calculate their actual number of occurrence. In
order to normalize texts, in this study, the frequency counts of all linguistic features are normalized to a text length of 7,725
words so we have to delete some words to make them the same length.

4 PROCEDURE

Biber’s model of textual variations (1995) is the main model upon which this paper is based. The initial step is to collect the
English and Arabic texts that are used as the corpus of this study. The second step is to choose an English tagger to be
implemented in the analyses of the data. A pilot study is conducted for choosing the best tagger to be used in the study which
is Stanford tagger. Next, computational identification of the specified linguistic features in English and Arabic texts by the
use of Stanford tagger is applied. Furthermore, an annotation of the linguistic features is manifested as the units of annotation
and the choice of the annotation scheme are crucial for the quality of this research. Moreover, clustering the linguistic
features into groups that occur with a high frequency is manifested. The following step is to group these features into factors
and to apply a statistical analysis to interpret the features underlying each factor. Also, specifying the English and the Arabic
features used in Stanford Corpus to be applied in both the English texts and the Arabic equivalent translated ones. Next,
annotating the English / Arabic texts by using an English tagger, Stanford is applied. Text normalization is crucial for any
comparison of frequency counts across texts, because text length can vary widely. A comparison of non-normalized counts is
going to give an inaccurate assessment of the frequency distribution in texts. Finally, the actual presence of the variables
located in the texts and their parallel translated words are going to be checked in the SPSS program to calculate their actual
number of presence.

5 Factor Analysis: Technical Description

The first step in a factor analysis is to choose a method for extracting the factors. The use of factor analysis in linguistics is
usually exploratory rather than confirmatory, a principal factor solution should be used, [13]. There are several options
available, but the most widely used is known as ‘common factor analysis' or ‘principal factor analysis'. This procedure
extracts the maximum amount of shared variance among the variables for each factor. Thus, the first factor extracts the
maximum amount of shared variance, i.e., the largest grouping of co-occurrences in the data; the second factor then extracts
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the maximum amount of shared variance from the tokens left over after the first factor has been extracted, and so on. In this
way, each factor is extracted so that it is uncorrelated with the other factors.

Once a method of extraction has been chosen, the best number of factors in a solution must be determined, [13]. As noted
above, the purpose of factor analysis is to reduce the number of observed variables to a relatively small number of underlying
constructs. A factor analysis will continue extracting factors until all of the shared variances among the variables have been
accounted for, but only the first few factors are likely to account for a nontrivial amount of shared variance and therefore be
worth further consideration. There is no mathematically exact method for determining the number of factors to be extracted.
A "scree plot", will normally show a characteristic break indicating the point at which additional factors contribute little to
the overall analysis. The scree plot corresponding to eigenvalues is given in Figure (1), (2). The eigenvalues of the English
and Arabic texts can be used to indicate the percentage of shared variance that is accounted for by each factor.

Seree Plot

Eigenvalue

|||||||||||||||||||||||||

- T
Component Number

Figure 1 Scree plot of the English factors

The break in the English plot occurs between the first, second, third and fourth factors. When faced with a choice between a
larger or smaller number of factors, the more conservative procedure is to extract the larger number and then discard any
unnecessary factors [13]. Extracting too few factors will result in loss of information, because the constructs underlying the
excluded factors will be overlooked; it might also distort the factorial structure of the remaining factors, because multiple
constructs are collapsed into a single factor. The same procedure is applied to the Arabic data. The scree plot is applied to
extract the number of factors needed and the features that constitute each factor.

Seree Plot

Eigenvalue

Companent Number

Figure 2 The Arabic scree plot.
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The break in the Arabic plot occurs between the first, second, third, fourth and fifth factors. When faced with a choice
between a larger or smaller number of factors, the more conservative procedure is to extract the larger number and then
discard any unnecessary factors [13]. Extracting too few factors will result in loss of information, because the constructs
underlying the excluded factors will be overlooked. It might also distort the factorial structure of the remaining factors,
because multiple constructs are collapsed into a single factor. Factor loadings reflect the extent in which one can generalize
from a given factor to an individual linguistic feature. Features with higher loadings on a factor are more representatives of
the dimension underlying the factor, and when interpreting the nature of a factor, the features with large loadings are given
priority. Multivariate statistical techniques such as factor analysis are not practical without the aid of computers. A factor
analysis involves many computations using matrix algebra. The first point for a factor analysis is a simple correlation matrix
of all variables. Factor analysis routines are usually included as part of the standard statistical packages (e.g. SPSS) available
on computers at most academic institutions. SPSS computational tool makes a new range of linguistic research possible.

Factor analysis uses frequency counts of linguistic features to locate sets of features that co-occur in texts. The use of this
technique to identify underlying textual dimensions is based on the assumption that frequently co-occurring linguistic
features have at least one shared function [3]. It is claimed here that there are relatively few primary linguistic functions in
English and Arabic, and that the frequent co-occurrence of a group of linguistic features in texts is indicative of an underlying
function shared by those features. Working from this assumption, it is possible to obtain a unified dimension underlying each
set of co-occurring linguistic features. In this proposal, a collection of short stories written by Monro and their translation are
used as the sample of this study. The next step is to identify the linguistic features with these texts before applying factor
analysis. Inadequate preparation or skewing in these theoretical prerequisites can invalidate the results of a factor analysis
[13]. That is, factor analysis provides the primary analytical tool, but it is dependent on the theoretical foundation provided
by an adequate database of texts and inclusion of multiple linguistic features.

6 Results
A. Interpretation of the English Results

The results of the present study reflect nine factors, four factors for the English language and five factors for the Arabic one.
The nine factors identified here are general, underlying parameters of variations. Some of the features in the Arabic language
cannot be identified in the five factors mentioned for the Arabic language. That is why the researcher has counted them
manually by herself in a separate table. The factors do not represent all of the differences defined by the original 67 linguistic
features that are identified by Biber in his model. The factors are abstractions, describing the underlying parameters of
variations in relatively global terms.

110



The Eighteenth Conference on Language Engineering 5-6 Dec. 2018

t, p: t and p values for Student t-test

*: Statistically significant at p < 0.05

Rotated component matrix in factor 1

Positive

Wh question

Type token ratio

Existential there

Amplifiers

Private verbs

Hedges

Contractions

Do as a pro verb

Word length

Past tense verbs

2" persons pronouns

Pronoun it

Analytic negation

1st person pronoun

Wh relative clause
subject position

Split infinitives

WH relative cl. in
object position

Non phrasal
coordination

Demonstrative

Emphatics

Negative

Present tense

Attributive adjective
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Rotated component matrix in factor 2

Factor 2
Past participial clause 0.52
Agentless passive 0.66
By passive 0.78
Nouns 0.83
Present tense verbs 0.73
3™ person pronoun 0.51
Perfect aspects 0.62
Public verbs 0.77
Synthetic negation 0.59
Present participial clause | 0.77
Attributive adjectives 0.89
Present participial WHIZ
deletion 0.42
Prepositional phrase 0.69
That deletion 0.50
Conjuncts 0.64
Adverbs 0.67
Negative
Word length -0.58
Prepositions -0.54

t, p: t and p values for Student t-test

Rotated component matrix in factor 3

Factor 3
Predicative adjectives 0.43
Other adverbial subordinators 0.75
Gerunds 0.81
Time adverbials 0.40
Place adverbial 0.50
Adverbs 0.67
Be as a main verb 0.82
Pied piping construction 0.63
Prediction modals 0.50
Conditional subordination 0.80
Discourse particle 0.50
Possibility modals 0.63
Necessity modals 0.73
Suasive verbs 0.48
Consessive subordination 0.67
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Rotated component matrix in factor 4

Factor 4

Positive

That clause as a verb compliment 0.44

Past participial WHIZ deletion 0.58
That clause as adjective compliment | 0.39
That clause on subject position 0.54
Sentence relatives 0.71
Demonstrative pronouns 0.63
Indefinite pronoun 0.53
Seem / appear 0.61
Down toners 0.38
That clause on object position 0.67
Nominalization 0.83
Causative subordination 0.48
Split auxiliaries 0.25
Infinitives 0.60
Phrasal coordination 0.67
Demonstrative pronoun 0.63
Negative
Time adverbial -0.50
Place adverbial -0.49

t, p: tand p values for Student t-test
*: Statistically significant at p < 0.05

Overall, these results indicate that the tagging program is quite accurate. First, there are very few mis tags; the majority of
‘errors' are untagged items, which do not introduce misleading analyses, and even untagged items are relatively uncommon.
Secondly, there is no serious skewing of mis tags so that the results are accurate in relative terms; that is, the results enable
accurate comparisons across texts because the same word types are left untagged in all texts. Last but not least, the few
mistags and untagged items that do exist are of a very specialized or idiosyncratic in nature, and often these items have no
bearing on the linguistic features counted for the analysis of textual dimensions. The tagged texts produced by this program
thus provide a good basis for the automatic identification of the linguistic features, only the potentially important linguistic
features are actually counted.

The tagging of some lexical items was so problematic that they were systematically excluded. In addition, the researcher has
carried out some hand editing of the tagged texts to correct certain inaccuracies. For example, past and present participial
forms were checked by hand. Although the tagging program includes elaborate algorithms to distinguish among gerunds,
participial adjectives, WHIZ deletions, participial clauses, passives and perfects (in the case of past participles), and main
active verbs (present or past), a high percentage of these forms was incorrectly tagged.

To a computer program without access to semantic information, however, there is no difference between these constructions,
and thus at least one of the two cases will be tagged incorrectly. Similar problems were found in attempting to disambiguate
the other functions of present and past participial forms. As a result, all participial forms were checked by hand. The factors
reflect the fact that depictive details are important in narrative discourse. Discourse particles are generalized markers of
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informational relations in a text. They help to maintain textual coherence when a text is fragmented and would otherwise be
relatively in coherent. Also, subordination features occur with a variety of involved and generalized content features, and in a
complementary pattern to highly informational features. Furthermore, sentence relatives are present to express attitudinal
comments. Wh — clauses provide a way to “talk about” questions. Time and place adverbials depend on referential inferences
by the addressee. Persuasion is one of the main techniques used in informative texts; it is a marking of the author’s own point
of view or an assessment of the advisability of an event presented to persuade the reader. Narrative genre is marked by
considerable reference to past time, third person animate referents, reported speech and depictive details. It has a high lexical
variety. It is a discourse that reports events in the past or deals with more immediate matters but does not mix both. In
conclusion, the four factors have strong factorial structures and the features grouped in each factor are functionally coherent
and can be easily interpreted.

B. Interpretation of the Arabic Factors

Rotated component matrix in factor 1

Factorl
Amplifiers 0.51
Analytic negation 0.78
Conditional subordination | 0.66
Discourse particles 0.57
Emphatics 0.74
Pied piping 0.30
Prepositional phrase 0.61
Private verbs 0.66
Seem and appear 0.73
Wh clause 0.67
Type/ token ratio 0.71
Sentence relatives 0.64
Split auxiliary 0.54
Infinitives 0.50
Causative subordination 0.53

Rotated Component Matrix in factor 2

Factor 2
Place adverbial 0.53
Present participial WHIZ deletion 0.39
Present participial clause 0.87
Public verbs 0.76
Adverbial past participle clause 0.37
Demonstrative pronouns 0.37
Indefinite pronoun 0.44
Past tense 0.87
Perfect aspect verbs 0.73
Synthetic negation 0.42
That clause on object position 0.70
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Negative

Past participle WHIZ deletion -0.35

Rotated component matrix in factor 3

Factor 3
Past part. Clause 0.43
Present tense 0.80
3rd person pronoun 0.71
Adverbs 0.40
Gerunds 0.40
That clause as adjective compliment 0.46
That clause an subject position 0.54

| Other adverbial subordinators 0.49 |
I Time adverbial 0.29 I
| Attributive adjectives 0.70 |
I Negative I
| Past tense -0.45 |]

t, p: t and p values for Student t-test

*: Statistically significant at p < 0.05

Rotated component matrix in factor 4

Fctord

Phrasal coordination

0.62

Nominalization

0.81

Conjuncts

0.51

Existential there

0.48

Hedges

0.62

Wh relative clause on object position

0.47

Wh relative clause on subject position

0.45

That clause as a verb compliment

0.61

Negative

Synthetic negation

t, p: t and p values for Student t-test

*: Statistically significant at p < 0.05
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Rotated component matrix in factor 5

Factor 5

Suasive verbs

0.50

Word length

0.36

1st person

0.29

Demonstratives

0.87

Non phrasal coordination

0.47

2nd person

0.34

Nouns

0.45

Past participle WHIZ deletion

0.50

Concessive subordination

0.47

Negative

Nominalization

-0.36

Time adverbials

-0.31

3™ person pronoun

B.1 Features not in the Arabic Results

Features not in the Arabic Results

No. English

-0.39

No. Arabic
(manual)

Pronoun it

3705

3705

Be as a main verb

14840

5687

Do as a pro verb

19400

Subordination that deletion

57113

Split infinitives

5567

Possibility modals

20300

Necessity modals

5950

Prediction modals

20300

Contractions

15100

By passive

20276

Agentless passive

8167

Predicative adjective

36033
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The coming section deals with the features that Stanford program could not identify in the Arabic language .All the features
encountered in this table are counted manually by the researcher herself; only 12 features are counted manually and this is
done because the computer program, Stanford, could not identify these features due to the complex nature of the Arabic

The first feature is the modal verbs. Necessity and possibility modals are used either as an explicit marking of the writer’s
own point of view or as an argumentative discourse designed to persuade the addressee. In addition, the necessity modals are
pronouncements concerning the necessity of certain events and the possibility modals are pronouncements concerning the
possibility of certain events occurring. Suasive verbs and conditional subordination act as an alternative for the prediction
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modals in Arabic. They imply intensions to bring about certain events in the future while conditional subordination specifies
the conditions that are required for certain events to occur.

For example:
22- But knew I shouldn’t waste the milk.
Gl ) o g ¥ A o) cuis
23- He should have not stayed.
sl e Ay ¥ oS

The above examples illustrate the variety of positions in which the English negation can occur. In all cases, the Arabic
counterpart immediately precedes the verb. English usage will seem extremely random and complex to the Arabic-speaking
student. Modals present a variety of problems to the Arabic translators of English since modals as grammatical classes do not
exist in Arabic. Their meanings are conveyed by particles, prepositional phrases, and unmodified verbs.

For example:
24- She can use the telephone.
Ol addiud o) WieUain) b oS

Moreover, “can” can be rendered in Arabic as a prepositional phrase. In most cases, such a verb or prepositional phrase
precedes a nominalized /?an/ clause.

Avrabic translators are not familiar with vowel reduction as it occurs in English, and are likely to use the full form in all
cases as the Arabic language does not allow the contraction technique in its characteristics except in some forms as:

31- (09) s 4 il sla

As for the passives and other past participial clauses, they are used to emphasize abstract conceptual information over
more concrete or active content. Usage of the passive form with (was/ were/ is /are) in English is totally neglected in the
Arabic translation. The passive form does not exist in the Arabic language. It is not used as we drop it in the translation of the
Arabic language.

For example:
32- She was cut down and taken away .
JAIA il g Ll 330 S

Verb to be in “taken away” has been omitted by the translator and has been used only the past participle of the verb as it has
been used in the first verb (was cut).

33- People are dead now.
OY) Gl Lagd)

The translator avoided the passive structure to change the sentence into a nominal sentence and he omitted verb to be
from the sentence. He also translated /people/ as /el

34- 1 was struck by that.
Ay Aday

The translator changed the passive sentence into an active one so it can be more vivid to the reader.
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35- My brothers were not bothered by any of this.
Olas 3 )il o8y al

The translator changed the passive sentence into an active one. He used /lam/ as a particle to change the verb in the
present to give the meaning of the past. Predicative adjectives are proceeded by a linking verb to be. Some verbs have a verb
(1) and verb (2) forms. Verb (1) being an intransitive linking verb meaning seemed or appeared followed by a predicative
adjective.

For example
36- Father was polite.
gl B AS sl g s
37- That kind of life is dreary.
sbiall (pa cuiS £ 5 138

The verb to “be” in the present tense is neither used in the Arabic language nor verb to do. Verb to do expresses about
the past simple tense /did/ or it expresses about the absence of the third person /does/

For example
38- He does not care.
Al Y

[P 1)
S

In this sentence “does” is used because of the word “he” and to remove the
tense with the pronoun.

of the verb to express the continuous

39- I figured out that he didn’t mind people doing new sorts.
Basaa pludly (il by & 8 Y S 4d) &S o)
Here “did” is used to express that the verb is in the past.
That deletion, while that can be dropped in English, /?anna/ should be always retained in Arabic.
For example:
40- Just what is it you are famous for?
S0y geda i) ag slilaal f 3 g) i€

“That” is dropped in the sentence but /?anna/ is not. Arabic uses relative nouns that need to agree with the head noun
in case, gender, and number. The verb to “be” in the present tense is neither used in the Arabic language nor verb to do. Verb
to do expresses about the past simple tense /did/ or it expresses about the absence of the third person /does/

134

[1] has stated that there is no neuter pronoun in Arabic, that is to say, pronoun “it”. It uses only feminine and
masculine gender. The English impersonal it has no counterpart in Arabic. These independent pronouns as claimed by [20]
can function as a subject of a verb, a subject or a predicate of a verb less sentence and as a copula. The English pronoun it has
no counterpart in Arabic. For example:

41- They washed and combed it beautifully.
&l s e 0 ad Ghdiay 5 Gl (S
42- She could pay it back.
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A Ll L ada adiiny s
43- It was raining outside.
F AL s cils

As shown in these examples pronoun “it” is translated like the 3™ person pronoun because of the nature of the
language itself. That is why the 3™ person pronoun is significantly larger in weight in Arabic than English. Concerning “be”
as a main verb, it is typically used to modify a noun with a predicative expression instead of integrating the information into
the noun phrase itself. Be as a main verb is omitted in the translation thus changing the English verbal sentence into Arabic
nominal ones. That is to say into a topic and a comment. When (am, is, are) are used as main verbs, their sentences are
nominal in Arabic. Therefore, they are deleted completely in Arabic. The past tense of (be, have) are translated into verbal
sentence in Arabic and this is more effective in delivering the message. For example:

44- My father was not religious.
Unia (ol 05
In other cases the translator needs to change the phrase to verbal sentences and to remove verb to be.
45- At the end of the yard is a small barn.
e 0 A e Ul Al A aa g
There is another difference in translating the following sentence:
46-They are dead now
OY) e Lagd)

It is a passive sentence and that is why here in translating passive sentences we can use nominal sentences affirmed
with "o". In a sentence like:

47- Both of my boys were in school.
Apaall ) glardy )l

In this example verb to be is omitted and the word/ both/ is deleted and the duality is shown in the word "\s", We can
conclude here that it shows that the plural in Arabic is changed into dual.

7 CONCLUSION

In view of the paper presented here, linguistic variations are considered as a field of study that requires further analyses based
on the use of corpora and the refinement of parameters in register description. Obviously, register variation research has
immediate applications to foreign language teaching and intercultural communication, and this type of perspective that the
field offers should attract scholars and communication practitioners. Biber’s model is only dealing with the morphology and
the syntax of the language. More models are needed to combine the structure and the ideology together. This sort of
descriptive study is greatly facilitated by the availability of tools of corpus linguistics. The Stanford program used in this
investigation is user-friendly and has proved very practical as an aid to human analysis of a whole text. The tagging could be
grammatical (to look more closely at clause beginnings or shifts from noun to verb), functional (such as analysis of
Transitivity patterns) or stylistic (the highlighting of the occurrence of particular lexical fields, an author's favorite
constructions, words with positive and negative connotations.
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A Morphological Analyzed Corpus for
Egyptian Child Language

Heba Salama, Sameh Alansary
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Abstract: The main focus of the present paper is on the construction of a MOR grammar for Egyptian children. We also introduce
a morphological analyzer that was specifically developed for Egyptian children corpus. Morphological analysis is so crucial for
child language studies. The corpus will be an instrument for future investigations of language development, child language
acquisition theory and psycholinguistics in general. Egyptian children hand tagging of child transcript is time-consuming and
error-prone, the MOR program for automatic analysis and part of speech tagging was introduced into the CHILDES system to
address these problems. To date, MOR analysis programs have been constructed for 11 languages. Once a child language corpus
has been automatically tagged by MOR, it is then possible to automate various systems for assessment and diagnosis of child
language. The annotated corpora will support three different kinds of investigation: 1) Basic child language developmental
research that examines the sequence of acquisition of grammatical morphemes and the various morphosyntactic processes of
the language, 2) Computational modeling of child language acquisition, and 3) Diagnosis of language differences and disorders
through methods such as automation of IPSYN or DSS scores. The corpus data contained 26,700 words, all the data are
transcribed in CHAT. The paper discusses methods for preparing data for MOR analysis and developing MOR grammars.
Describe the shape of rules for controlling Allomorphy and morpheme concatenation. The emergence of this new line of work
represents a major step forward for Egyptian child language research. The analyzer adequately covers the entire corpus,
producing detailed correct analyses for all tokens. Evaluation on a new corpus reveals high coverage as well. The result is a high-
quality morphologically-annotated corpus of Egyptian children.

Key words: Morphosyntax, Part of speech tagging, Child language, MOR grammar

1 INTRODUCTION

The current paper shows the construction of a MOR system for Egyptian child language. A part-of-speech (POS) tagging
system for Egyptian Arabic children. The morphological (MOR) tagging relies on the application of MOR program for
automatic analysis and part of speech tagging in CHILDES database. The morphological tagging of corpora is important
not only for research on morphosyntactic development but also for the development of automatic ways of evaluating
children’s level of grammatical development. Egyptian Arabic is rich of allomorphic patterns and complex morphology.
Therefore, it demonstrates a particular interesting challenge to any system for automatic morphological analysis.
Explaining child language acquisition is one of the most challenges facing cognitive science, linguistics and
psycholinguistics. Acquisition of grammar is expressed through the measurement of morphosyntactic competence which
is important in fields such as developmental language disorders, schooling and literacy, and second language acquisition.
To test and validate theoretical predictions quantitatively, researchers have increasingly come to rely on large corpora of
transcript data of verbal interactions between children and parents to examine the development of morphosyntax.
CHILDES database [1] is a standard source of child language corpus data to investigate the development of morphosyntax.
To date, MOR analysis programs have been constructed for 11 languages that do not include Arabic; the Arabic language
do not have yet a MOR lexicons. Thus, one must create a system of part of speech using the automatic tools provided by
CLAN program [2]. The CLAN software includes a language for expressing morphological grammars, implemented as a
system, MOR, for the construction of morphological analyzers. There is a great need to develop such an automatic tools as
a solution for the huge time required for hand annotation for child language transcript it took about 170 hours and it is a
very time-consuming task. The Arabic language is characterized by much inflection; therefore, this system presents a
challenge to any system for automatic MOR analysis. Part-of-speech (POS) tagging is a core natural language processing
task that can benefit a wide range of processing applications. Tagging a child language has various outcomes to acquisition
researchers for exploring instances, finding frequencies of particular constructions and searching specific usage. This tool
serves language researchers by providing them with an automatic interface that enables quick and accurate analysis of
child's language. The current paper focuses on the previously transcribed data on CHAT format from 10 children between
the ages of 1;6 and 4;00 [3], cross sectional corpus. Methods for preparing data for MOR analysis, the shape of rules for
controlling allomorphs, and morpheme concatenation to develop MOR grammars are generated. The project has several
contributions: it presents a morphologically annotated corpus of Egyptian Arabic, with a set of tools that can be applicable
to new corpora. Moreover, this is a research tool for future investigations of new perspectives in Egyptian Arabic language
research, which will influence some areas such as first language acquisition, second language learning, and speech
disorders.
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We discuss the MORphological device and describe the shape of rules for controlling Allomorphy and morpheme
concatenation. Method for lexicon building; ongoing effort on morphological disambiguation is the topic of Section 3.
Finally, Section 4 outlines the ways in which the annotated database is already being used, and concludes with future work.

2 MOR DEVICE

We developed a morphological analyzer for the Egyptian child language in complying with MORphological grammars [4]
for 11 languages. The CLAN software includes a language for expressing morphological grammars, implemented as MOR
program by applying a MOR grammar to a corpus, a new tier below each main tier is created, %mor tier. The morphological
information for each item in the main tier is listed that gives the surface representation of concatenated linear morphemes
(stems + affixes) and lexical information attributed to the surface token, as shown in Fig. 1.

[ Bl File Edt  View Tiers Mode  Window Help

O %= = 2|

@Transcriber: Investigator

(@Date: 05-MAY-2003

(@Time Duration: 00:30:00

@Time Start: 01:00:00 02:00:00

@Activities: Asking Question, Naming Obejects, singing

(@Media: Bilal audio

*¥CHI: baelloonae . =

%mor: n|baeclloonae&f .

*INV: fithae baelloonae ? «

% mor: prep/fii&f&sg-hae n/baclloonac&f ?

*CHI: ?2uhb .-

%mor: co|?uh.

*INWV: +" feen hijjac 2elbaclloonac ? «

%mor: pro:wh|feen pro:sublhijjac&f ?el&def:moon:artépfx|baelloonac&t ?

*¥CHI: ?achech .«

%omor: pro:dem|?achech&f&sg .

*INV: ?Pachech we Zee 2il fithae di miin maeYae ?Pelbaelloonae fes*s‘oora
henae 7 =

%mor: pro:dem|?acheech&f&sg conj:coo|wet
pro:wh|2ee pron:rel|?il prep|fii& f&sg-had]

24nov15[E|CHAT] * 28

Figure 1: Word length distribution in Arabic and English

The Egyptian analyzer (EgyMor) consists of three major components: first an a(llophone)-rules file where it is specifies
various forms a root or stem can take, second a c(oncatenation)-rules file which consists of higher level rules, allowing
concatenation of the different categories and finally a set of lexicon files is organized by grammatical category (e.g.,
adverbs, function words, nouns, pronouns and verbs) and divided into several files that contain roots, stems, or whole
words will described in the following sections. The use of MOR device varies in Different languages according to their
requirements and needs. The Dutch grammar incorporate a short list of possible allomorphic changes and several
concatenation rules; the grammar for Italian includes a more detailed A-rules file and a relatively short C-rules file; the
grammars for Cantonese and Mandarin rely on lexicon files only; while Hebrew grammar as well as Egyptian Arabic
extensively use all of these devices (bases and affixes) because of the changes of the stem allomorphs is handled within a
set of A-Rules; and affixation possibilities are allowed (or restricted) via the C-rules [5].

A. Lexicon

The current lexicon includes over 4,000 entries, distributed across the different parts of speech as listed in tablel. Creating
a lexicon is an open-ended task; we focused on adding the entries that occur in the corpora we had, and will continue to
extend the lexicon as needed, given more corpora. Lexical entries are very simple. Words are
entered into text files one word on each line in alphabetical order. The surface form comes first on the
line, followed by the scat or syntactic category, some possible morphological features. For example, ?ut‘ta {[scat n][gen
f]}"cat". The most complex entries are usually for verbs, as in this example, "?aeael" "said"{[scat v][ptn a][tense
PAST][pers 3][num sg][gen m]}.
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TABLE |
NUMBER OF LEXICON ENTRIES PER PART OF SPEECH
POS Number of entries
NOUN 1730
Verb 1550
Adjective 500
Adverb 125
Preposition 25
pronoun 78
Total 4,008

B. A-rule

The first step in building MOR grammars is to determine the basic allomorphy types of Egyptian Arabic. Egyptian
Arabic is characterized by rich and complex morphology (inflectional and derivational), therefore several systematic text
books of inflectional and derivational patterns used. We follow the same in languages with more complex paradigm such
as Spanish and Hebrew, allomorphy types is created based on the formal segments of the nominal and
verbal paradigm. For example, the stems can target past, imperative. The construction of morphological analyses
depends first on the generation of a runtime lexicon combined through the operation of rules of allomorphy
(arules), as they operate on the items listed in the lexicon. The function of the arules is to increase the entries in the disk
lexicon into a larger number of entries in the on-line lexicon. Subsequently Words that undergo regular phonological or
orthographic changes when combined with an affix just need one disk lexicon entry. The arules are used to create on-line
lexicon entries for all inflectional variants. These variants are called allos. The full set of generated allomorphs is stored in
a trie structure [6]. Example of the allomorphy rule for noun suffix as the following:

RULENAME: n-sfx

LEX-ENTRY:

LEXSURF= $X$B

LEXCAT = [scat nsfx]

ALLO:

ALLOSURF = LEXSURF

ALLOCAT = LEXCAT, ADD [allo n0]

An arule consists of a header statement, which contains the rule name, followed by one or more condition-action clauses.
Each clause has a series of zero or more conditions on the input, and one or more sets of actions. LEXSURF matches the
surface form of the word in the lexical entry to an abstract pattern. The string $X$B is composed of variable declarations
that characterize the noun suffixes to produce form as beet-u "his home" where X and B are a variable declaration indicate
any string of consonant or vowels. Next line in the rule is ALLOSURF which is used to produce an output surface. For
example, a lexical entry surface form such as "beet" "Home" is converted to "beetu"” "his home" to serve as the stem of the
noun. where ALLOCAT determines the category of the output allos. From the above example, The first allo (morph)
produced by the rule is "beet" "home" will produce words like "beetu" "his home or "beetnae" "our home". The use of this
lock-and-key allomorphy pattern matching mechanism is controlled by the Crules. The application of Arules must be
ordered from specific to general rule pattern to control the lock-and-key matching system for feature-value pairs through
careful documentation and control of the [allo] features and other grammatical feature-value pairs such as [gen]. For
example, n|beet&m&sg-u . 347 Arule is applied in Egyptian Arabic is not too complex whereas in English with a simple
morphology it is 391 lines and in Spanish it is 3172 [7]. After finishing building arule it should end with a default rule to
copy over all remaining lexical entries that have not yet been matched by some rule. This default rule must have this
shape.

% default rule- copy input to output
RULENAME: default
LEX-ENTRY:

ALLO:

C. C-rule

The purpose of the crules is to allow stems to combine with affixes. In these rules, sets of conditions and actions are grouped
together into if then clauses, performed by two input START and NEXT. The word matches are determined by the START
rules that only require that a morpheme match the syntactic category [scat] of the rule. After the first rule match creates a
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candidate for the first few letters, MOR continues to take in letters looking for another morpheme match. Once a new
morpheme fires, there can be lock-and-key process in which the STARTCAT and the NEXTCAT must match in terms of
their allo features which is called the MATCHCAT process. Crules depend on direction from RULEPACKAGES statement.
START and END rule should be for each part of speech. Here is an example of crule analyzed plural noun

RULENAME: n-start

CTYPE: START

if

NEXTCAT = [scat nsfx]

then

RESULTCAT = NEXTCAT
RULEPACKAGE = {n-reg-plural}

In the above example The STARTCAT is not defined, The NEXTSURF is the noun suffix that is attached to that stem then
RESULTCAT = NEXTCAT lead all category information from the start input to be copied over to the result. The
RULEPACKAGE identifies which rules may be applied to rule, when that result is the input to another rule.
RULEPACKAGE are not tried until after another morpheme has been found. For example, in parsing the input
“baellonaeaet” "ballons" , the parser first finds the morpheme "ballonae™ "ballon™ and applies the start rules thus the rule
for noun will be fired. This rule includes a RULEPACKAGES statement specifying that the rule which handles noun suffix
may later be fired. When the parser has further identified the morpheme "aet" the verb conjugation rule will apply, where
"ballonae" is the start input, and "aet" is the next input. Applying the rule the analyzer associates this analysis
n|baellonae&f&pl-aet. This analysis is read as the follows N is the main category (noun) and f&pl indicate feminine plural.
The crules on the contrary, of arule which are strictly ordered from top to bottom, crule is determined by their CTYPE and
the way in which the RULEPACKAGES statement track words from one rule to the next. 456 crule lines are used in
Egyptian grammar. Generally, not huge set of rules is required for producing a relatively extensive number of outputs
(above 26,500 items are analyzed by the current version of the analyzer). Currently, 95.4% of all adult word tokens and
87% of all child tokens are analyzed. Out of these analyzed tokens, approximately 29.4% of all adult forms and 15.4% of
all child forms are still ambiguous.

3 LEXICON BUILDING

The first step in building a grammar is to take a tour of the analysis of Egyptian morphological system [8][9] to have a
good understanding of affixes, the classes of the stem Allomorphy variation and the conditions of choosing allomorphs.
After that, we create a small lexicon of the most frequent words and choose to begin with adjectives because it is better to
rely on one part-of-speech at a time and contains no morpheme. Then we move to another speech parts. Therefore, a related
language rules from another languages with complex morphology like Hebrew and English rules files is studied well.
Consequently, we create Arules and crules files for Egyptian language. We move from build up a lexicon of uninflected
stems to inflected stem so affix.cut file is created which includes categories and allos for the affixes it matched with the
stem during crule fire. For example, f {[scat npfx] [pcat OR n pfx]} "flprep™ in this example the preposition attached to a
noun as a prefix. In the process of building to check up the application of ar.cut and cr.cut we type mor +xi*.cha in the
interactive mode to analyze the word in MOR, if it is analyzed the rules is ok, if not we changed the rules. The unrecognized
words are identified by running the command mor +xI*.cha. Example of MOR analysis is shown as follows in Fig. 2 and
Fig. 3.

D@ 4an &l

Commends.

lex-entry error; bad category specification for entry: gum
Using lexicon: CTALKBANK\GLANILIBVARA MOR newilexiv-roots | _working
Using lexicon: C\TALKBANK\CLANILIEVARA MOR newilex\zero.cll  output

CATALKBANKICLANLIBLARA MOR MEW

Loaded lexicon; 3410 7
lib ATALKBANK\CLANILIB \

Using c-rules: CTALKBANKICLANILIBVARA MOR newicr.cut. AL TRt

warning: crule "pix” referenced but not defined _marfb | CATALKBANKICLANILIBIARA MOR newh

warning: crule "pro-wh" referenced but not defined ﬁ File In Tiers Seah Help i

commands: maor +xi “.cha

word - analyze this word

g quit- exit program

‘¢ print out current set of c-ruleg
d display application of a rules,
| re-ivad rules and |lexicon files

5 X Press Up or Down Arrow Key on
h help - print this message

Recall keyboard for Previous or Next Run

Command
meor (:h help)>

>

[inovisiETexy 724

Figure 2: MOR command in interactive mode
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:d display application of a rules. - g ety command o deid 'éd_

| re-load rules and lexicon files morlib | CATALKE| o]

:h help - print this message

Progs £7

mor {:h help}> bijetmel . Nl
*** File "CATALKBANK\CLANI\LIBVARA MOR new\debug.cde” = | e |
parse 1: - -

lex info: {[scat vpfx] [tense CON] [pcat vpf] [vsfx yes] [allo a0

morphemes (surface/stem): bi#e#Tmel

compou_md‘ Press Up or Down Arrow Key on

transiation: Recall keyboard for Previous or Next

Command

Result: bi#e#vpfx|Tmel&CON&pers:3&mésg

mor {:h help)>

24nov15[E[TEXT] * 735

Figure 3: MOR analysis

There are 55 separate files for each of the 55 parts of speech that break out the possible words of Egyptian Arabic (and
additionally, 190 affixes), distributed across the different parts of speech. After all rules are built mor*.cha command is
running to insert morphological analysis layer in child transcript. The output of the MOR program is a new tier or line
called the %mor line in which tags stand in one-to-one correspondence with words on the main transcript line. These
files are not disambiguated. Words can receive as many as 2 different analyses or more, all concatenated with the caret (*)
symbol. For example, analysis output for "faemaelt "l did" is v|Saemael&PAST&pers:2&m&sg-
t*v|Caemael &PAST&pers:1&sg-t "maefae” "with™ prep|maeSae”mae#neg:bound|fa part of one word is part from another.

To achieve disambiguation of such combinations, the CLAN program offers two solutions 1) manual disambiguation tool
called Disambiguator Mode in mode menu within CLAN. In this mode each ambiguous interpretation on %mor tier is
produced in its alternative possibilities. The user chooses the correct option this is called manual disambiguation. This is a
very time consuming process that involves many online decisions 2) Automatic disambiguation POST and POSTTRAIN
programs where these automatic module requires a lot of settings such as database of disambiguation rules called post.db
file that we will consider in the future work. We notice that ambiguity of our data is low for example in one file of child
transcript there are 41 ambiguous words from 2620 words. Ambiguity arises especially with items that have the same
orthographic like first and second person in past "kaetaebt™" "wrote". A lot of morphological analysis such as frequencies
of morphological categories and mean length of utterance can be performed which is valuable and import to study child
language acquisition.

4 DISCUSSION

This paper describes the construction and usage of first computational systems for morphosyntactic analysis for Egyptian
child language. The MOR grammar approximately covers our current corpus data. The main advantage of our building
system is that it can analyze words containing 8 morphemes. For example, the result of analysis for "maebijeaebulinaef™
"they did not give us" is mae#bi#je#vpfx|aeb&CON&pers:3&m&sg-u-linae-[, 7 morphemes, Where the result of the word
"maebijiktibuhaelhae™" " they did not wrote to her" is 8 morphemes. mae#bi#ji#vpfx|ktib& CON&pers:3&m&sg-uhae-lha-
ef. We face a lot of challenges:

1- Short studies deal with the description of Egyptian Arabic where this work should be guided by a good descriptive

grammar of the morphology of the language therefore, we try to collect possible description from different books.
2-  Error and replacement in child speech
3-  Ambiguity solving

Future plans

Several issues still need to be resolved with respect to our Egyptian child corpus. First, the way to handle disambiguation is to train a
part-of-speech (POS) tagger using automatic tools provided by CLAN. Such a tagger will be able to automatically select the most suitable
analysis for every multiple-choice output for a given lexeme and thus saves the time. We are currently preparing training material for
this task, and will use the POST program that is part of CLAN since it has worked to markedly reduce ambiguity for languages such as
English, Spanish, and Chinese. The output of the POS tagger will serve as a basis for developing a statistical parser for Egyptian data of
the kind that was developed for the English section of CHILDES and other languages [10].

REFERENCES
[1]MacWhinney, B. (2000). The CHILDES project: Tools for analyzing talk, Volume II: The database. Psychology Press.

126



The Eighteenth Conference on Language Engineering 5-6 Dec. 2018 ESOLEC'2018

[2] (Sagae, K., Lavie, A., & MacWhinney, B. (2005, June). Automatic measurement of syntactic development in child
language. In Proceedings of the 43rd Annual Meeting on Association for Computational Linguistics (pp. 197-204).
Association for Computational Linguistics. University of Michigan, USA

[3] Salama, H., & Alansary, S (2015). Building a POS-Annotated Corpus for Egyptian Children. The Fifteenth Conference
on Language Engineering (ESOLEC'2015) (Ain Shams University Cairo, Egypt.

[4] Brian MacWhinney. The CHILDES Project: Tools for Analyzing Talk. Lawrence Erlbaum Associates, Mahwah, NJ,
third edition, 2000.

[5] Brian MacWhinney. Enriching CHILDES for morphosyntactic analysis. In Heike Behrens, editor, Corpora in Language
Acquisition Research: History, methods, perspectives, volume 6 of Trends in Language Acquisition Research. Benjamins,
Amsterdam, 2008.

[6] Fredkin, E. (1960). Trie memory. Communications of the ACM, 3, 490-499.

[7] Sagae, K., Davis, E., Lavie, A., MacWhinney, B., & Wintner, S. (2010). Morphosyntactic annotation of CHILDES
transcripts. Journal of Child Language, 37, 705-729

[8] Abdel-Massih, E. T. (2011). An Introduction to Egyptian Arabic. Ann Arbor, Ml : Publishing

[9] Omar, M. K. (2017). The acquisition of Egyptian Arabic as a native language (Vol. 160). Walter de Gruyter GmbH &
Co KG.

[10] Bracha Nir, Brian MacWhinney, and Shuly Wintner. A morphologically analyzed CHILDES corpus of Hebrew. In
Proceedings of the Seventh conference on International Language Resources and Evaluation (LREC’10), pages 1487—
1490. European Language Resources Association (ELRA), May 2010. ISBN 2-9517408-6-7.

BIOGRAPHY

= Heba Salama has a master's degree in corpus linguistics from the faculty of Arts phonetics and linguistics
k department Alexandria University 2015. A PhD student is building a morphologically analysed corpus for

® ) Egyptian children. She is interested in child language research. Her main interest is to collect corpus data

v»‘,/) to study child language development. She is searching for standard criteria to collect and transcribe data.

S~ / She likes corpus linguistic field because it is more methodology that is powerful, scientific and open
r

objective verification of results. The construction of database is very important in helping the researcher
to manage the problem they faced and wishes to test a detailed theoretical prediction on naturalistic samples.

Dr. Sameh Alansary: Director of Arabic Computational Linguistic Center at Bibliotheca Alexandrina, Alexandria, Egypt.

He is professor of computational linguistics in the Department of Phonetics and Linguistics and the
head of Phonetics and Linguistics Department, Faculty of Arts, Alexandria University. He obtained
his MA in Building Arabic Lexical Databases in 1996, and his PhD from Nijmegen University, the
Netherlands in building a formal grammar for parsing Arabic structures in 2002. His main areas of
interest are concerned with corpus work, morphological analysis and generation, and building formal
grammars.

He is also the head of Arabic Computational Linguistics Center in Bibliotheca Alexandrina. He is supervising and
managing the Universal Networking Language project in Library of Alexandria since 1-6-2005 till now.

O el JERYY 4 0 (8 L e Allaa 4 600 A ga sy

L..SJLAAJY‘ GALA-H - A-A‘ﬂ-u LT Y
4 A Aaaly —cily gll) g il gl and -l A4S

127



The Eighteenth Conference on Language Engineering 5-6 Dec. 2018 ESOLEC'2018

UA.L‘A
dac 83V o2a () sSie g JUla ) Axd Al )3 8 Al age o sl s ) sall Jalail) () Gy ol JLAlDU Ly Allaa 45500 oliy I Al jall Cangs
8159 cmlowdﬂg&s“y\}a@.\\}djﬂw)ﬁ\gﬂltﬂ;d\d&cd),_'w (edil) Axll) ale 5 Aall Jakal) lusS) Ay yk edliiee Cila
MOM\WJMM\M‘)’J\ Y axl 11 J MOR&A\J‘).H‘«L\.\(:JL)Y\@; dsw\a&&d’_\n&muuydﬂ\MORé\@)m
Ashud\ab‘i\ﬁ&h;}eﬁmésd&u@\w\@\ﬂ\wmﬂ\e}m@}a@&ce.uu\a);,u el 83 ga gall Ol oY) aladiuly A s
GUERY) i (3 Al Jedall LSy A gulal) Andaill (2, Jda3 8 pall saill ) sdat Judat (1 Asulald GOt 3 L joa Alladll U gaall
sl dlae ) 3,k duljall Jliis  CHAT aladiuly laslae ) &5 4418 26,700 e 4 saall (s sins CLAN gk <l 5ol JBA (e B sall) i)yl

,dui;ma_umnw\a;..g?u‘mbfs;,hs@u)md“@w\&J%LM}LM\MJA\,QM\

128



The Eighteenth Conference on Language Engineering 5-6 Dec. 2018 ESOLEC'2018

Arabic Educational System Using
Augmented Reality

Marwa Elgamal, Salwa Hamada, Reda Aboelezz, Mohamed Abou-Kreisha

AASTMT, Computer Engineering Department, Cairo, Egypt

Eng.marwa.m.m@gmail.com
Al-Azhar University, System and Computer Department at Faculty of Engineering, Cairo, Egypt
Redaz2018aboelezz@gmail.com
Al-Azhar University, Mathematical Department at Faculty of Science, Cairo, Egypt.
drkresha@gmail.com

National Research Institute, Cairo, Egypt
hesalwa@hotmail.com

Abstract: Most users in Arab countries for smartphones, tablets, and laptops are children and young people. Their passion for
modern technology and their rapid learning to use these smartphones and electronic devices to play games and chat with their
friends and watching videos draws attention. In the meantime, less of them use their smartphones in the education or learning
process to solve their homework or to learn skills and gain additional information about their scientific topics. While all over
the world, digital educational programs have become like audio or videos available for all ages. Children all over the world use
smartphones to access books, lessons, exercises and various scientific experiences. In recent years due to the rapid advances of
wireless and mobile technologies, the AR entered educational applications such as Mathematics, Biology, Anatomy and
chemistry. But research in using AR in Language learning is still limited. In this paper, we will describe how to use a marker
based algorithm for Augmented Reality (AR) technology in Arabic language learning. AR will be introduced clarifying how it
can be used to enhance the education systems and make it more actively to be used in the education process and to make a task
that hard to understand easier. It shows how will AR can change the education process completely in the future and turn it
from being a memorization and routine learning to be a journey of discovery, prediction and an active learning. The Arabic
Educational System provide an educational system that gives the student a chance to learn Arabic letters and explained by
simple words and presented by AR to add a virtual scene as a three-dimensional object in the front of the user. The difficulty
in the Arabic language is that Arabic is a cursive language, written from right to left each character have different forms. This
system used and tested with a group of young learners to teach Arabic letters and simple words for children. The goal is to use
it in the future in educational books for students from age four to twelve years old. The system will act as an interactive and
enjoyable learning process for students.

Keywords: Augmented reality AR, Virtual Reality VR, Arabic language learning, AR, and Edutainment.
1 INTRODUCTION

Augmented Reality is a new amazing field of computer research that combines actual scenes viewed by the user,
and virtual scenes generated by the computer. This augments the scene with additional information Since the evolution of
technologies and information increase kid's skills, Augmented Reality (AR) and Virtual reality (VR) are amazing
technologies to be used in education. It gives the child a new experience in studying and learning with interactive way.
AR may help in various ways to give students extra digital information about any subject and convert complex
information to an easier one to understand. Currently, we may add some examples of Augmented Reality in education
usage worldwide. Ability to connect reality and digital content has become true and opens more options for students with
rapid growth in AR technology. The aim of this paper is to design a system that use AR in Arabic language learning
system for kids from age four to six which is the hardest age because they start to enter a new stage in their lives which is
learning how to read and write their language if they Arab students or another language if they are native students. We
want to make the learning process more effective and interesting for the beginners at the same time. The system starts
with designing the Arabic letters each letter will be written in a card in front of the user when the user scanned the card
by AR device the three-dimensional object which describes the letter will be presented. a support video and audio will be
Augmented in front of the user too. The user will see the Arabic letter and an object start with the letter and hear the
sound of it and the sound of the object if the object is an animal starting with this letter. When educational or school
books supported with AR technology students will become active learners and able to interact with their learning
environment.
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2 REVIEW USING AUGMENTED REALITY in EDUCATION

Augmented Reality enhances a user's perception of and interaction with the real world. The virtual objects display
information that the user cannot directly detect with his senses. The information conveyed by the virtual objects helps a
user perform real-world tasks.[1]

As Augmented Reality did not become widely used in education process especially in Arabic countries there are some
computer-generated simulations of historical events, exploring and learning details of each area of the event site could
come alive [1]. On higher education, there are some applications that can be used. Construct3D, a (Studierstube) system,
allowed students to learn mechanical engineering concepts, math or geometry.[2] Chemistry AR apps allowed students to
visualize and interact with the spatial structure of a molecule using a marker object held in a hand.[3] Anatomy students
could visualize different systems of the human body in three dimensions.[4] Augmented reality technology enhanced
remote collaboration, allowing students and instructors in different locales to interact by sharing a common virtual
learning environment populated by virtual objects and learning materials[5]. Primary school children learn easily from
interactive experiences. For instance, astronomical constellations and the movements of objects in the solar system
oriented in 3D and overlaid in the direction the device was held and expanded with supplemental video information.
Paper-based science book il-lustrations could seem to come alive as video without requiring the child to navigate to web-
based materials. For teaching anatomy, teachers could use devices to superimpose hidden anatomical structures like
bones and organs on any person in the classroom [4] [6].In the table(1)a preview of some projects of using AR in
education from 2011 to 2016.

TABLE (1)
OVERVIEW of USING AR in EDUCATION
Author Domain Propose of AR Use Year
-Chang et.al. -Medical education (surgical training) [To provide training and guide the surgicall 2011
procedures.
-Yean -Medical education (Anatomy) To teach and test anatomy knowledge. 2011
-Singal et.al. -Chemistry education [To provide an efficient way to represent molecules. | 2012
-Fleck Simon -Astronomy [To show Augmented views of celestial bodies. 2013
-Shoudong Wang |-Language Learning To provide an efficient way to learn a second| 2017
language

3 DIFFERENCE BETWEEN VR, AR and MR
A. Virtual Reality (VR)

It is a technology that enables the user to experience access to unique virtual worlds, The Virtual Reality term used to
describe a three-dimensional, computer-generated environment which can be explored and interacted with by a person.
That person becomes part of this virtual world or is immersed within this environment, the user able to manipulate
objects or perform a series of actions. Such as an astronaut or fighter in a battle in his small room and using his own
glasses [7], like in Figure (1).

Figure 1: Virtual Reality HMD Glasses [7]

The basic elements of the virtual reality experience are hardware and software, where devices can support virtual reality
where the user viewing the virtual scene through software that simulates video games. The main difference that the user
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will be a part of the game events. The user can enjoy the experience via the VR headset, and load virtual reality
applications into the VR app to enter an integrated experience [8].

B. Augmented Reality (AR)

It is an experiment where the user can see two-dimensional or three-dimensional images or videos in the user's
environment through AR devices (smartphone or laptop screens, AR glasses), where these imaginary scenes are merged
with the viewer reality to create the composite presentation between reality and imagination as in Figure (2). or in
another term, AR termed Mixed Reality (MR) which refers to a multi-axis spectrum of areas that cover Virtual Reality
VR, and AR [9].

Figure 2: Augmented Reality [9].

AR requires software that supports the operation of this technology and hardware devices that helps the user to see the
augmented scene through it. The Augmented reality itself is or software application designed by developers, but it is a
technology that integrates with reality and adds the imaginary object in the interviewer real environment [8], [10].

C. Mixed Reality(MR)

Mixed Reality (MR) brings together real world and digital elements. In mixed reality, you interact with and manipulate
both physical and virtual items and environments, using next-generation sensing and imaging technologies. Mixed
Reality allows you to see and immerse yourself in the world around you even as you interact with a virtual environment
using your own hands—all without ever removing your headset. It provides the ability to have one foot (or hand) in the
real world, and the other in an imaginary place, breaking down basic concepts between real and imaginary, offering an
experience that can change the way you game and work today[11].

4 SYSTEM ANALYSIS
A. Display

In order to integrate the real environment with the virtual environment, it is necessary to use an (AR) application with a
device that can improve the user's reception and the interaction with the application. There are three classes of devices
that be used to display the (AR) scene such as:

1) Video See-through AR
Which the (AR) can be seen on the screen through a video camera.

2) Monitor-Based AR

The (AR) can be seen on the screen of portable devices such as mobile phones, tablets or laptop computers. Through
the video camera of the mobile device called the projection display, the visual information is dropped directly on the
physical purpose to enhance it and requires a camera to display the enhanced objects. Real world environment and
the front screen to display enhancements such as information highlighted by Augmented reality markers.

3) Optical See-through AR

Which can we see (AR) through the glasses placed on the head dedicated to this task is also known as the screen
close to the eye is a device worn by the user on the head called head-mounted display , it is an excellent tool for
(AR) The screens can be placed on the head to move the view as close as possible to the user's eye where the user
realizes the virtual environment in the real world and at the same time allows the user to walk in the real world, In
this paper we will use the first and second classes to view the AR objects. Examples of these devices are shown in
Figure (3) [10].
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PDA & Mobile phones Plasma Screen Desplay Head Mounted Projection|
and webcam Display HMD

Figure 3: AR Display Devices
B. Markers

Augmented Reality in the field of Education can be implemented in many ways like Marker Based, Geo Location Based,
Skeletal based [11]. But whatever is the way of implementing the method is too similar. All the mentioned methods
before differing in the inputs like markers, voice but after getting the input and detecting the input of the user obviously
projects a virtual world which interacts with the user. In this paper, we going to use the marker based augmented reality.
Marker-based AR has been discovered a decade ago. There are different tools available for marker-based (AR) where the
model of implementation is the same and simple. There are some markers in the dataset and each marker associated with
some virtual world interaction, once the application starts camera scans for the markers once the marker is detected with
the help of some image recognition techniques, the virtual world will be projected and the user can interact with it. Two
types of markers will be used in this paper and they will be explained in section 8.

C. Mobile System

Modern mobile computing devices like smartphones and tablet Computers contain a Camera and MEMS sensors such as
accelerometer and GPS. (AR) merges the three components (display, markers and mobile power) into a highly portable
unit Research in the fields of computer vision, computer graphics, and user interfaces are actively contributing to
advances in augmented reality systems[12]. A special code is incorporated within a print card and users place this card in
front of their webcam. The software recognizes the code and activates a reaction which could be in the form of a 3-D
modelling of a product. It turns out that a 3D object is standing on a card which users hold up to their webcams. AR
allows superimposing 3D-content/products into the real world. AR allows interaction with 3D-content in real time also
[13].

5 ARABIC EDUCATIONAL SYSTEM STRATEGIES USIN AR and SYSTEM
REQUIERMENTS

The learner in Kindergarten is ready to receive simple, interesting, exciting information that satisfies his imagination and
enthusiasm for play. Speaking about Arabic Vocabulary Concepts, Arabic language is one of the di cult languages to
learn its characters are not similar to any other language. In this paper the Arabic Alphabet can be taught through pictures
and letters as follows:

Each letter is related to a certain animal or bird name that starts with it. The marker has a picture to the animal or QR
code with the alphabet to help kids to choose the needed one and the letter added to the marker with character
pronunciation.

Adding videos which contain pictures, some details about the animals and some stories also to learn the letter and
memorize the concepts without learning how to write it. This is because the purpose of this system is to teach the child
the alphabet, to enrich his Arabic language with basic words addressed by Arabic books used to teach kids, and to make
them learn Arabic with entertainment.

A. Software Requirement

For software, augmented reality requires a much more sophisticated artificial intelligence and 3-D modelling applications
[18]. It also needs; Image processing like (Opens), Graphics like (OpenGL), Audio (Penal) and Toolkit like
(OpenSpace3D) using ARToolKit library [14]. For efficient product, the augmented reality improved featured and
integrated the ARToolKit library for image detection and tracking (Natural Feature Tracking) into OpenSpace3D.The
ARToolKit technology is recognized as the most popular augmented reality library.
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In Addition, AR can be done by using different free as well as commercial tools, OpenSpace 3D is one of such tools
which is developed by I-maginer.OpenSpace3D provides different options like Face Tracking, Marker Tracker, Skeletal
Tracking which is the main part of Augmented Reality and OpenSpace3D provides a lot of 3D meshes which were the
part of Virtual World and supports different smart devices and sensors like Kinect, MYO, Leap Motion and many more.
B. Hardware Requirement

In terms of hardware components, we need the following requirements at any AR application:

e Display: In this paper, we used two ways for displaying the AR scene the first one: web camera to capture video
of the real world and sends it to the computer and a computer or laptop plasma screen which works to display
the virtual objects on it. The second way to display the AR scene by a portable device such as a smartphone or
tablet that has its own camera to capture the Marker and display the AR scene in the mobile screen.

o Marker: in this paper two kinds of markers will be presented QR code and picture markers, QR code
(abbreviated from Quick Response Code) is the trademark for a type of matrix barcode (or two-dimensional bar-
code) first designed for the automotive industry in Japan. A barcode is a machine-readable optical label that
contains information about the item to which it is attached. A QR code uses four standardized encoding modes
to efficiently store data; extensions may also be used. QR is two-dimensional black and white squares that have
a specific pattern. It is used to display the virtual objects above it. When it moves, the virtual object should
move with it and appear exactly aligned with the marker. Another way to use markers will be with pictures of
objects that will be presented in augmented reality.

e Input Hardware Devices: devices which help us input values to the computer such as mouse and keyboard.

6 THE ARABIC EDUCATIONAL SYSTEM DEFINITION and DESIGN

Arabic educational system presented in this paper. It is a teaching system with Marker-based AR algorithm, It concerned
with teaching the meaning of concepts in the Arabic language. This paper gives a case study to teach 4 concepts by their
3D image and sound. They are the rabbit Alef (Arnab), owl baa (boma), tortious seen (solahfah), dog kaf (Kalb), See the
appendix figures.

A. System Operation

1) Software Environment
The system was developed using Marker-based Algorithm with an OpenSpace3D tool for creating objects scene, the
object loaded from ARtoolkit library.

2) System Markers Cards
In this paper, two kinds of markers will be presented to be used in Arabic language learning. One of them is using the QR
code as shown in figure (4). Another way will be used in this paper is pictures of the objects as shown in figure (5) we
have the picture for the rabbit to present Alef character, Owl picture for character Baa, Dog to present Kaaf character, a
Tortious picture for the character seen.

| § .

Figure 4: QR Markers used in the paper
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Figure 5: Image Markers used in the paper
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B. System Analyses

OpenSpace3D is able to perform this camera tracking in real time, ensuring that the virtual objects always appear
overlaid on the tracking markers. Figure (6) illustrates a summarization of this process steps. This process is explained
below.

1) Designing 2D marker
Design the special pattern markers for 2D objects to be placed on the marker during the video shooting and it is available

in the OpenSpace3D software. We can select and design the required marker by black and white squares or by uploading
images.

Position and
Video stream orientations of

From Camera Search for Market Find Marker 3D A
__é > Ty
Marker g P and
. s dimension T ={P R}
Black and white Position and orientation
image are identified 10 comera are calculated
L
The symbol inside the Identify

marker matched with
template in the memory

Virtual Object a rendered in Using 3D transform to
the video frame afign them with marker E
Render 30 Position and

marker

objectinvideo € orient object
Video stream to the G Virtual Object i 1D of the
user marker

Figure 6: System Flow

2) Image Accusation and Representation (Binary Matrix)

The camera captures video of the real world and sends it to the computer developing an efficient algorithm to calculate
the objects positions and orientations in the video.

3) Localization of marker (searching and matching)
Software on the computer searches for any square shapes through each video frame in the system library database. If a
square or image is found, the software uses some mathematics to calculate the position of the camera relative to the black
square.

4) Homogeneous transformation

Once the position of the camera is known as a computer graphics model is drawn from the same position.
5) Virtual object placement on the marker

This model is drawn on top of the video of the real world and so it appears stuck on the square marker.
6) 3D generation (virtual object generation)

The final output is a virtual object which is an animal or bird that placed on the real world (marker).

7 SYSTEM IMPLEMENTATION and TEST RESULTS

The appendix presents some snapshots during the system running to present the results of the Marker-based portable
display based AR. The system contains four objects each with three phases in the case study;
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A) Phaseo
It represents how a kid can understand the dog, tortious, owl and rabbit words. In this phase, the kid sees these animals in
front of him the animal first letter and its name and sound presented in front of the child.

B) Phase two
It illustrates how a kid can learn the letters and words and start to make a sentence with more than one word.

C) Phase three
It shows how kids can know each Arabic letter sounds and remembering the letter when seeing the animal that starts with
this letter the kid can listen to animals sound and a video can be added to give a summary about the animal life.

We present our results of Arabic Educational System to twenty students from age four to twelve years old, and we asked
them if they were satisfied with the lesson. The results are shown in the figure to the question: "Why did you like the
lesson? ", the student like most real objects and real experiments (12), they like that the lesson different than every day
(9), and they said that the learning was fun(18),Additionally the students asked if the lesson raised their interest in
learning the Arabic language most of them answered positively . The next graph shows the reviews result.

20
18
16
14

12
| ; I I

Real opjects Different to Multlmedla Innovatlon Raiesed
everyday Interest
lesson

M Students

O N & O
1

Figure 7: Students Evaluation Results

8 CONCLUSIONS

The process of education is interactive, entertaining and amazing by using Augmented Reality technology. The learner,
in any stage, spends a lot of time studying new lessons without getting bored. This paper present marker based algorithm
in AR technology, its applications and how to use it in the educational process. This is done through an AR education
system that teaches letters and word concepts. We can design all Arabic alphabets using OpenSpace3D to design and
implement Arabic characters and words to give kids from age four to twelve years an interactive learning using AR in
Arabic language learning. The Arabic educational system is tested on twenty students from age four to twelve years in
kindergarten and primary school; they are impressed, interacted with it and also enjoyed. The student like most real
objects and real experiments, some of them like that the lesson different than every day but most of them said that the
learning was fun.

Our aim in future work is to enhance the Arabic scripts recognition then designing a system that translates Arabic

educational and storybooks to enjoyable books using AR technology which give the students to "visualizing the
invisible" to explain tasks that might be hard to understand by reading from a book.
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Concordance of Linguistic Corpora and Its Use in Language
Teaching
Arabic as an Example

Salwa Hamada
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Egypt
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Abstract: Arabic Language has now become a universal language and with its influential on| the world
events, a lot of attention is being directed to it in all countries of the world. One of the most important
methods of teaching methods of language all over the world is through building Corpus. Despite of
importance of educational Corpus, the Arab region is still not paying attention to it which forced us to
write this research. The paper aims to clarify Corpus typed and criteria of building them. It also
explained the Corpus Linguistic and methods of using them. The importance of the learning Corpus has
been shown with presenting some of the Learning Corpus, especially which | contributed in their
construction.

e il aall b anl) il (e

158


http://fizaziabdeslam.ahlablog.com/Aaa-aIaaE-b1/EUaia-CaaUE-CaUNEiE-aUiN-CaaCOia-EaC-b1-p15.htm
http://fizaziabdeslam.ahlablog.com/Aaa-aIaaE-b1/EUaia-CaaUE-CaUNEiE-aUiN-CaaCOia-EaC-b1-p15.htm
mailto:hesalwa@hotmail.com

The Eighteenth Conference on Language Engineering 5-6 Dec. 2018 ESOLEC'2018
The frequency of number of word per
sentence

2000
7000
e000 A
f \\ /A\
4000 f \"4 \ / | No.of
3000 )\' \ / sent.
2000 f \ /’_,.-
1000 .
0 A T T T T T T T T 1 no.o
words
1 5 ] 13 17 21 25 29 33 37=-
[5] lowa (8 lalSl aaal Anilly Jaall 22e (5)JSS
18000
16000 {—y The freqgency of each
taoos 1\ sentence type vs no of forms
10000 \
2000 \ \
e000 \ \
4000 \\\:\
2000 :E
o I I I I I ——Mo. of sent.
R I A G i G-~
:gs) *.3r', 4 j\‘?? r“y -'réy’,\.}f\"};\ 7 .of forms
MRS AN AR
24 f_\j 3,.”’ e f T
2y

types of sentences number versus their forms. e ¢ Ll Jaad) 3353 ,(6) J$&

159



The Eighteenth Conference on Language Engineering 5-6 Dec. 2018 ESOLEC'2018

The freqency of each style type
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Abstract: This research is intending to introduce preprocessing classification approach for Automatic Speech Recognition (ASR).
Four hybrid models are provided to emphasize the principle idea of this research. The first hybrid model is constructed of fixed
state, structured Hidden Markov Model, Gaussian Mixture, Mel scaled Best Tree Encoding (FS-HMM-GM-MBT). The second
hybrid model is constructed of fixed state, structured Hidden Markov Model, Gaussian Mixture, Mel scaled Frequency Cepstral
Coefficients (FS-HMM-GM-MFCC). The third hybrid model is constructed of variable state, dynamically structured Hidden
Markov Model, Gaussian Mixture, Mel scaled Best Tree Encoding (VS-HMM-GM-MBT). The forth hybrid model is constructed of
variable state, dynamically structured Hidden Markov Model, Gaussian Mixture, Mel scaled Frequency Cepstral Coefficients (VS-
HMM-GM-MFCC). A subset of TIMIT database is used in this research. The involved classes in this research are vowel,
consonant, liquid, nasals, stops, and plosives. VS-HMM-GM-MBT achieves the highest overall recognition rate (81.01%6). It
succeeds in recognizing stops, consonants, and liquids at a higher rate than MFCC in all the experiments. This research provides
scientific base of the included syllables characteristics in terms of spectrum analysis. This study is useful for anyone intending to go
this way of syllables classification.

Key words: Automatic Speech Recognition, Classification technique, Hidden Markov Model, MFCC, Wavelet Packets.

1 INTRODUCTION
Automatic speech recognition (ASR) is used now in many applications. ASR tends to help people to make life easier. This
research is providing a novel classification method to increase the success rate of ASR.
The research goals in this research paper are:
1- To evaluate the proposed syllables classification method.
2- To evaluate Mel scaled Best Tree Encoded (MBT) features against the most popular features in the market Mel Frequency
Cepstral (MFCC) features.
3-To provide a comparative study about syllables characteristics in terms of spectrum analysis using two different hybrid
approaches.

A. Literature Review

Researchers are trying to invent a speech recognition method that works as the same as our brain or to improve the
recognition rate of techniques used now. The rate of correctness and accuracy of the speech recognizer is affected by many
reasons such as noise, feature extraction technique, the pronunciation model, the acoustic model, and the language model.
Automatic speech recognition (ASR) is used in a huge number of applications such as dictation, Siri application, robots,
mobile devices and others.

Feature vectors are extracted from the speech in the process of speech parameterization techniques. There are many speech
feature methods: Real Cepstral Coefficients (RCC) [1], Linear Prediction Coefficients (LPC) [2], Subband Based Cepstral
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(SBC) [3], Wavelet Packet Features (WPF) [4], Wavelet Packet parameters for Speaker Recognition (WPSR) [5], but the
most popular one of them is Mel-frequency cepstrum coefficients (MFCC) [6]. Gody in [7] invented a new speech
parameterization technique called Best Tree Encoding (BTE).

Researchers use many classification methods to get a higher rate of recognition. Speech classification has many applications
in life, such as prosody.

Reynolds and Antoniou in [8] introduced research into the classification of the speech signal into seven classes. These classes
are fricatives, semi-vowels, diphthongs, plosives, nasals, closures, and vowels. A set of 39 TIMIT phone set was used. This
study was implemented by four feature extraction techniques which were: MFCC, perceptual linear prediction (PLP), LPC
and posterior net combination between them. This survey was performed using HMM and Multi-Layer Perceptron (MLP).
The highest rate of recognition was achieved using a combination of MFCC, PLP, and LPC. The achieved phone
classification rate was 84.1%.

Scanlon et al. in [9] suggested a framework to classify the speech signal into vowels, stops, fricatives, and nasals. TIMIT
database was used. PLP with first and second derivatives was used in this system. The classification was performed using
MLP and HMM. The highest obtained phone accuracy was 74.2%.

Kiss et al. in [10] introduced a research on the segmentation and classification of the speech signal into the unvoiced closure
period, voiced spirant noise, unvoiced spirant noise, voiced burst, unvoiced burst, voiced closure period, nasal, high vowel
and low-middle vowel. MRBA, KIEL, and TIMIT were used as the corpus in this study. Feature vectors were determined
using Bark-scale spectral resolution. TIMIT corpus achieved the highest average of classification accuracy with 80%. The
confusion matrix showed 90% success in low-middle and high vowel recognition.

Nasereddin and Omari in [11] introduced a research into the classification of the speech signal into 4 classes. MFCC was
used as a feature extraction technique. The classification was made using HMM, Dynamic time warping (DTW), and
Dynamic Bayesian Network (DBN). Results showed that DBN outperformed on the other techniques in recognizing one
class, but HMM succeeded in achieving the highest recognition rate for the other three classes.

The current research presents new classification techniques with two methods of feature extraction. Various Gaussian
mixture numbers are used to get a higher rate of recognition. Comparison between each classification technique is made by
applying different feature extraction techniques with different Gaussian mixture numbers.

The following sections explain the stages of the experiment: Section 2 illustrates the steps of best tree encoding and the steps
of MBT feature extraction technique. Section 3 illustrates the experiment procedure while section 4 indicates HMM models
that are used. Section 5 presents the results of the experiment and section 6 concludes the paper.

2 BEST TREE ENCODING STAGES
A. Framing and windowing
The signal is divided into a number of frames to be stationary in the frame period as the speech is a non-stationary signal.
The length of the frame is 20 ms. Then the hamming window is applied to make a smooth transition to the signal to be
continuous.

B. Wavelet packet decomposition

The signal can be represented using wavelet packets. Applying low pass filter (LPF) and high pass filter (HPF) on the base
signal. The mother signal is divided into two signals and then applying LPF and HPF again on the two signals. This process
continues until level 4 is reached. The output of this stage is a tree structure. Example of the tree structure is as shown in
Fig.1.

L: low-pass filter
X0 |

/’,L’//,wiz high-pass filter
| x

[ x20 | TR [x2a | X3 |
! L7\l LN\u L\l
Xin X1 X32 X X144 ! X35 X3ip X3
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Figure 1: Wavelet packets for 3 levels decomposition. L represents low pass filter and H represents high pass
filter. [12]

First, BTE makes an adjustment to the neighboring groups as in Fig.2. Second; the concept of BTE is applied. This concept
is based on that the node indices are ordered in such that the nearest node has the nearest frequency as in Fig.3.

A. Entropy and Encoding

We use Shannon entropy to obtain the nodes that contain useful information. The output of this stage is the best tree. The
bandwidth is divided into four regions. Each region has the quarter of the bandwidth. The 4 point encoding is indicated as
shown in Fig. 4. The best tree is encoded into 7 bits to get feature vectors. Feature vectors are represented as a decimal
number. Fig.5 gives an example of feature encoding. Circles point to leaf nodes in BTE that contain information. The feature
vector of BTE has 4 components. Table 1 indicates the Best tree encoding evaluation of Fig. 5.
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Figure 2: Wavelet packet tree analysis chart to figure out Figure 3: Proposed indexing to solve the adjacency
adjacent bands.LO represents the base signal and from problem due to wavelet packets indexing system.
L1 to L3 represents applying LPF and HPF on the signal. Numbers from 0 to 14 indicate new indexing
[7] system.[7]
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3\°) o 1 Figure 5: Best tree encoding example. Numbers in
g > 3 6 rectangular shape represent nodes that contain
i3] 5 o information.
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Figure 4: Chart to illustrate the 4 point encoding. VO to V3
represent the feature vectors. [7]
TABLE 1 The feature vector can be represented as F.
BEST TREE ENCODING EVALUATION OF FIGURE 5.
Element Binary Value Decimal Value | Frequency Band 28
V1 0011100 28 0-25% F = 64
0
V2 1000000 64 25% - 50% 36
V3 0000000 0 50%-75%
\Z! 0100100 36 75%- 100%

The disturbance measurement or cost function measures the distance between training classes and testing classes. To obtain the
best cost function, the results should indicate the lowest distance between the same classes and the largest distance between the
different classes.

Enhanced Wavelet Packets Best Tree Encoding (EWPBTE) was introduced in [13]. It was an enhancement to the encoding
process in BTE using the genetic algorithm. It used the accumulated Euclidean distance as a cost function and applied the genetic
algorithm to adjust the pre-encoding of BTE [13]. The result was as indicated in Fig. 6.

wW| k| O

5

4

Figure 6: Wavelet Packet index pattern using EWPBTE. Numbers from 0 to 6 represent the enhanced indexing system.

B.

MBT stages

[13]

MBT is introduced in [14]. It is a new version of BTE. The wave is converted to MBT by the following stages:
The input speech samples are resampled at 10 kHz.

1-
2-
3-

Converting the frequencies to Mel frequencies using the Mel scale curve.

Generating EWPBTE matrix from Mel scaled data vectors using a filter bank matrix with 50 linearly spaced filter banks
and they are overlapped by 50%. The filters are shaped as rectangle window. The outputs are the feature vectors of

MBT.
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3 EXPERIMENT FRAMEWORK

TIMIT speech database is used. It is split into training and testing sets. The database consists of 119 speech samples in WAV
format. Hidden Markov toolkit (HTK) is used as a speech recognizer and Matlab [15]. The database is processed to modify the
transcription files for the syllables detection goal of this research. The syllables are liquid, vowels, stops, plosives, nasals, and
consonant. The following table shows each classifier with phones assigned to it.

TABLE 2 TABLE 3
Phones of classifiers. EXPERIMENT RESULTS FOR THE FIXED STATE HMM DESIGN.
Classifiers Number of labels TIMIT labels Mixture Count MFCC SR% MBT SR%
iy ih ey aa aw ay ao 1 61.77 54.18
Vowel (V) 20 oy ow uh uw ux er ax 2 54.05 3443
axr ax-h ah ae eh ix 2 582 5573
dh dx q jh ch sh del 8 70.38 66.58
16 74.18 60.25
Consonant (C) 18 kel s ?r?lbtccll vaZh pcl
Liquid (L) 8 Irwjyhhhvel
Nasals (N) 7 n m ng em en eng nx
Stops (S) 3 h# pau epi
Plosives (P) 6 bptdkg

4 VARIABLE STATE HMM DESIGN

Models are designed using two different topologies. The first topology is shown in Fig.7; it points out that all classifiers are
trained using the same HMM fixed number of states Model which has three emitting states and two non-emitting states (The
non-emitting states are needed by the software to identify the entry and the exit state in HMM model). The second topology is
shown in Fig.9; it illustrates that stops and plosives are modeled using one emitting state due to their short time duration almost
lower than 20 ms. Fig.8 represents consonant design in the second topology.

fos\ fz\) ﬁ\) ﬁ:\} f:\" ) {/ﬂ
| | | / |
( ,J | ||\ | / | | ! \ [f'
\/ \3 _»/ \_’_/ i ,\“’/_ ,\?' ‘/ \"/ _ - Y
Figure 7: Fixed states model. b SR Figure 9: Stops and plosives design in

the Variable State model.

Figure 8: Consonant design in the
Variable State model.

GMM is used to act as spatial distribution probability density functions of attribute vectors of N-Dimensions. The mixture
count is variable in this research. The system is tested against different Gaussian mixture counts (1, 2, 4, 8 and 16).

5 RESULTS AND DISCUSSION

Two sets of features vectors are used. First, MFCC technique (MFCC_0 D _N_Z) is used which has 25 coefficients. CO
represents energy component, D represents delta coefficients, N represents that absolute energy was suppressed and Z means that
it has zero mean static coefficients. Second, MBT is used. MBT is a vector of 4 components as indicated in section 3. Success
Rate (SR) of each syllable is used for evaluating the proposed model. The comparative study is provided to illustrate the details
and the key power in each feature set and in the proposed model for each classifier. Evaluation of MBT is made by comparing
its success rate with MFCC_0_D_N_Z success rate. Success rate (SR) can be calculated by the following equation. D represents
Deletions (phones not found in the output). S represents Substitution (phones replaced by other phones). N represents the number
of phones in the expected transcription.
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SR =

N-D-S O
N
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£0.00 \ / —4—MFCC SR%
Y ——MBT SR%
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20.00
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0.00

1 2 4 8 16
Figure 10: Success rate results in the Fixed State HMM Design.
The success rate of the Fixed State HMM Design model using the two techniques of feature extraction is shown in Table 3 and

Fig. 10. MFCC_0_D_N_Z is taken as a reference. The relative success rate of MBT as a percentage of MFCC can be calculated
by the following equation.

SRofMBT
successrate = —— 2)
SRofMFCC
According to this relative equation, MBT can achieve 95% from MFCC_0_D_N_Z in the Fixed State HMM Design.
TABLE 4
EXPERIMENT RESULTS FOR THE VARIABLE STATE HMM DESIGN. 90
Mixture Count MFCC SR% MBT SR% 80
1 66.58 55.95 70
2 67.09 64.56 oy
4 69.11 81.01 o ——MFCC SR
8 70.89 73.67 :Z ~- VT %
16 72.66 72.15 ,

1 2 4 8 16

Figure 11: Success rate results in the variable state HMM
design.

The results in Table 4 and Figure 11 show that in the variable state HMM design, MBT outperformed MFCC 0 D N _Z using

Gaussian mixture number 4 and 8. MBT achieves 81.01% success rate. This success rate is the highest rate obtained using the
two techniques of feature extraction by the fixed and variable states of HMMS.

A. List of different cases of suggested hybrid acoustical models

Case 1: Case 2:
= Syllables classification using MFCC, HMM and = Syllables classification using MBT, HMM and
Gaussian mixture. Gaussian mixture.
» C(lassified syllables: Vowel (V), Consonant (C), = C(lassified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P). Liquid (L), Nasals (N), Stops (S), Plosives (P).
= HMM design: 5 states for all classified units. = HMM design: 5 states for all classified units.
= Gaussian mixture (GM): 1 in all states. =  Gaussian mixture (GM): 1 in all states.
=  Features type: MFCC. =  Features type: MBT.
= Features vector size: 25 components. =  Features vector size: 4 components.
Case 3: Case 4:
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Case 11:

Syllables classification using MFCC, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units.
Gaussian mixture (GM): 2 in all states.

Features type: MFCC.

Features vector size: 25 components.

Syllables classification using MFCC, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units.
Gaussian mixture (GM): 4 in all states.

Features type: MFCC

Features vector size: 25 components.

Syllables classification using MFCC, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units.
Gaussian mixture (GM): 8 in all states.

Features type: MFCC

Features vector size: 25 components.

Syllables classification using MFCC, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units.
Gaussian mixture (GM): 16 in all states.

Features type: MFCC

Features vector size: 25 components.

Syllables classification using MFCC, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units except
P and S unit has 3 states.

Gaussian mixture (GM): 1 in all states.

Features type: MFCC

Features vector size: 25 components.

Syllables classification using MFCC, HMM and
Gaussian mixture.
Classified syllables: Vowel (V), Consonant (C),
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Case 6:

Case 8:

Case 10:

Case 12:

Case 14:
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Syllables classification using MBT, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units.
Gaussian mixture (GM): 2 in all states.

Features type: MBT

Features vector size: 4 components.

Syllables classification using MBT, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units.
Gaussian mixture (GM): 4 in all states.

Features type: MBT

Features vector size: 4 components.

Syllables classification using MBT, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units.
Gaussian mixture (GM): 8 in all states.

Features type: MBT

Features vector size: 4 components.

Syllables classification using MBT, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units.
Gaussian mixture (GM): 16 in all states.

Features type: MBT

Features vector size: 4 components.

Syllables classification using MBT, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units except
P and S unit has 3 states.

Gaussian mixture (GM): 1 in all states.

Features type: MBT.

Features vector size: 4 components.

Syllables classification using MBT, HMM and
Gaussian mixture.
Classified syllables: Vowel (V), Consonant (C),
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Case 15:

Case 17:

Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units except
P and S unit has 3 states.

Gaussian mixture (GM): 2 in all states.

Features type: MFCC

Features vector size: 25 components.

Syllables classification using MFCC, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units except
P and S unit has 3 states.

Gaussian mixture (GM): 4 in all states.

Features type: MFCC.

Features vector size: 25 components.

Syllables classification using MFCC, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units except
P and S unit has 3 states.

Gaussian mixture (GM): 8 in all states.

Features type: MFCC.

Features vector size: 25 components.

Syllables classification using MFCC, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units except
P and S unit has 3 states.

Gaussian mixture (GM): 16 in all states.

Features type: MFCC.

Features vector size: 25 components.

Case 16:

Case 18:

ESOLEC'2018

Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units except
P and S unit has 3 states.

Gaussian mixture (GM): 2 in all states.

Features type: MBT.

Features vector size: 4 components.

Syllables classification using MBT, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units except
P and S unit has 3 states.

Gaussian mixture (GM): 4 in all states.

Features type: MBT.

Features vector size: 4 components.

Syllables classification using MBT, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units except
P and S unit has 3 states.

Gaussian mixture (GM): 8 in all states.

Features type: MBT.

Features vector size: 4 components.

Syllables classification using MBT, HMM and
Gaussian mixture.

Classified syllables: Vowel (V), Consonant (C),
Liquid (L), Nasals (N), Stops (S), Plosives (P).
HMM design: 5 states for all classified units except
P and S unit has 3 states.

Gaussian mixture (GM): 16 in all states.

Features type: MBT.

Features vector size: 4 components.

Confusion matrix informs us about the classes that have a higher rate of correctness and the other classes that have a higher rate
of error. Table 5 indicates that MBT outperformed MFCC in the Fixed State HMM Design at (GM= 1, 4, 8) in recognizing the
liquid class and recognizing the stops class at (GM=8). Also, the results indicate that MBT outperformed MFCC in the variable
state HMM design at (GM= 1, 4, 8, 16) in recognizing the liquid class, also at (GM= 4, 8) in recognizing the Consonant class and

at (GM=1,

4) in recognizing the stops class.

Table 5 represents different cases in the experiment. Cases (1, 3, 5, 7 and 9) indicate results of MFCC technique and Cases (2,
4, 6, 8 and 10) indicate results of MBT technique in the Fixed State HMM model using a number of the Gaussian mixture (1, 2,
4, 8 and 16) respectively. Cases (11, 13, 15, 17 and 19) indicate results of MFCC technique and Cases (12, 14, 16, 18 and 20)
indicate results of MBT technique in the variable state HMM model using a number of the Gaussian mixture (1, 2, 4, 8 and 16)
respectively.

The chart in Fig.12 shows that the plosives and nasals classes reach to (100%) success rate in most of the cases. While the
stops reach to (100%) success rate only in case 10 which represents the case using MBT at GM=16 in the fixed HMM model.

Case
7

Case
8

Case
9

Case
10

TABLE S
CONFUSION MATRIX OF DIFFERENT CASES FOR (GM=1, 2, 4, 8, 16).
Casel Case2 | Case3 Case4 | Case | Case
5 6

Cas
ell
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\% 84.5 7.7 90.6 40 | 90.7 | 669 | 90.2 | 826 | 94.1 | 805 | 844
C 87.6 8.8 81.7 126 | 8.6 | 505 | 913 | 563 | 89.6 | 525 | 87.9
L 72 78.1 73.8 288 | 761 | 815 | 804 | 818 | 865 | 738 | 735
N 88.2 73.3 100 87.5 100 60 100 60 100 | 56.3 | 93.3
S 20 0 33.3 14.3 50 | 375 40 | 875 20 100 | 33.3
P 100 97.4 100 100 100 | 86.1 100 | 69.4 100 | 424 | 100
Casel2 | Casel3 | Caseld | Casel5 | Casel6 | Casel7 | Casel8 | Casel9 | Case20 | Best
SR
\% 72.9 87.5 67.4 91.1 75.2 92.1 53 93 56.7 94.1
C 371 89.8 775 90.6 924 89.5 95 91.8 89.7 95
L 76.7 64.7 40 72.3 91 77.6 88.2 83.7 87 91
N 35.3 100 100 100 29.4 100 47.1 100 70.6 100
S 66.7 333 0 429 44.4 60 50 333 22.2 100
P 100 100 94.7 100 97.4 100 94.7 100 85.7 100

VECELEN RS BP

v lr?’ - 2 2 Q’ ‘;” \?‘ -y
C?LF # (_;.b"’z' (_"b"e’ d;,e, (_?4' (?c.?' oF G"% Cb"’z' oF
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Figure 12: Chart of different SR of classes at different cases. Each classifier is represented by the first capital letter of it.

6 CONCLUSION

Two models are presented in this paper to manipulate the preprocessing classification task in order to enhance the overall
performance of ASR system. The scope of this research is to propose the classification process. The first hybrid model is called
variable state, dynamically structured Hidden Markov Model, Gaussian Mixture (VS-HMM-GM). The second hybrid model is
called fixed state, structured Hidden Markov Model, Gaussian Mixture (FS-HMM-GM). The first model gives a higher rate of
correctness than the second model. Adapting both models for best overall success rate, by changing the Gaussian mixture counts
till 8 mixture is considered. Results indicate that improvement of overall success rate is noticeable using MBT features into the
hybrid model (VS-HMM-GM). This is indicating that the variable state structure can be used to improve the overall success rate
of the recognition engine due to the difference in time period behavior of each speech class.

To be specified in terms of specific class classification performance, the highest success rates are achieved, using (FS-HMM-
GM-MBT) at (GM=16), as of almost 100% for stops class and of 94.1% for vowel’s class. Using (VS-HMM-GM-MBT), the
highest success rates are achieved as of 95% at (GM=8) for Consonant class and as of 91% at (GM=4) for liquid class. This is
implies that using the dynamic structure HMM engine is more efficient in case of consonants but fixed structure HMM engine is
more efficient in case of vowels detection.

The highest overall success rate (81.01%) is achieved using (VS-HMM-GM-MBT). As of both MBT and MFCC are used
equally in all models, then it is concluded that MBT is indicating more efficiency than MFCC. Using MBT as features in both
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hybrid model families achieves a higher performance using only 4 components than of MFCC which has 25 components.
Although MBT still in the development phase, but this preliminary results indicating that this direction is very promising.
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