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Machine Learning types



Machine Learning types
http://scikit-learn.org/stable/tutorial/machine_learning_map/index.html
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Feature selection

Performance of Machine Learning model 

depend on

▪Choice of algorithm 

▪Feature selection

▪Feature creation

▪Model selection

 

https://archive.ics.uci.edu/ml/datasets.html
UCI Machine Learning Repository: Data Sets

https://l.facebook.com/l.php?u=https://archive.ics.uci.edu/ml/datasets.html&h=ATOxFHFeM4cTLQf1aHUW5-68rBRnrlU6Shreu1xIXihH1Unj8ObS7I_SSTXU0xrvH-mCUyQJjDP7VRvcs-GzUYIzmgb9VM6qj9oPoCyNqLowT876B34Mnn3HOqEOEKi8Gw6ZrbWlYqLagYJGCSVKT039Kh7WfZHsV_WAN6q7l8C6mE1ugn-vW-G3-FHuauYf1o693xri1nCiCwGsuXUnZHZgVCDuK2SaJixxOq3E7y0O6UDUSjB5LpLDy9QOK5IXjvNJUn4OtNLH


Classification of FS methods

• Filter (single factor analysis)
– Assess the relevance of features only by looking at the essential 

properties of the data.

– Usually, calculate the feature relevance score and remove low-
scoring features.

• Wrapper
– Bundle the search for best model with the FS.

– Generate and evaluate various subsets of features. The 
evaluation is obtained by training and testing a specific ML 
model.

• Embedded
– Embedded methods learn which features best contribute to the 

accuracy of the model while the model is being created. The 
most common type of embedded feature selection methods are 
regularization methods.



Filter methods
•  Filter methods are generally used as a 

preprocessing step. The selection of features is 

independent of any machine learning 

algorithms.

• Two steps (score-and-filter approach)

1. assess each feature individually for its potential 

in discriminating among classes in the data

2. features falling beyond threshold are eliminated



Wrappers

• Search for the best feature subset in 

combination with a fixed classification 

method.

• The goodness of a feature subset is determined 

using cross-validation (k-fold, LOOCV) Leave-one-out 

cross-validation



Embedded

Some of the most popular examples of these methods are LASSO and RIDGE 

regression which have inbuilt penalization functions to reduce over fitting.

Lasso regression performs L1 regularization which adds penalty 

equivalent to absolute value of the magnitude of coefficients.

Ridge regression performs L2 regularization which adds penalty 

equivalent to square of the magnitude of coefficients.



Choosing the best model









➢ Deep learning is a particular kind of machine 
learning that achieves great power and flexibility by 
learning to represent the world as nested hierarchy 
of concepts, with each concept defined in relation to 
simpler concepts, and more abstract representations 
computed in terms of less abstract ones.

➢ Learning deep (many layered) neural networks 

➢ The more layers in a Neural Network, the more 
abstract features can be represented 

        

Deep Learning definition



Deep Learning definition

E.g. Classify a cat: 
 – Bottom Layers: Edge detectors, curves, corners straight lines 
 – Middle Layers: Fur patterns, eyes, ears 
 – Higher Layers: Body, head, legs 
 – Top Layer: Cat or Dog



Machine Learning  VS Deep Learning

1- Data Dependency
    - Deep learning need large amount of data to understand it perfectly

        



Machine Learning  VS Deep Learning

2- Hardware Dependency
    - Deep learning algorithms heavily depend on high-end     

        machines This is because the requirements of deep learning 
        algorithm include GPUs which are an integral part of its working.
      - Machine Learning which can work on low-end machines.

3- Execution time
 - deep learning algorithm takes a long time to train. This is because 

there are so many parameters in a deep learning algorithm that training 
them takes longer than usual.
  



Machine Learning  VS Deep Learning

4- Feature engineering
    - Deep learning algorithms try to learn high-level features from data.

      - Machine Learning which can work on low-end machines.
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Activation Function types

ReLU Softplus

Sigmoid/logistic Tanh

Binary Signum

Softmax



Vanilla 
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Neural Network  training steps

Weight Initialization

Inputs Application

Sum of inputs - Weights product

Activation functions

Weights Adaptations

Back to step 2

1

2

3

4

5

6



0  ≤ α ≤  10  ≤  ≤  1Learning Rate 

First method:

Regarding 5th  step: Weights Adaptation



second method: Back propagation

Regarding 5th  step: Weights Adaptation
Feedforward
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▪ Fowrward VS Backword passes

Fowrward Input 
weights

backward

SOP
Prediction 

Output
Prediction 

Error

Prediction 
Error

Prediction 
Output

SOP
Input 

weights

The Backpropagation algorithm is a sensible 

approach for dividing the contribution of each 

weight.



second method: Back propagation

Regarding 5th  step: Weights Adaptation

▪ Backword pass

What is the change in prediction Error (E) given the change in weight (W) ?
        Get partial derivative of  E  W.R.T W
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second method: Back propagation

Regarding 5th  step: Weights Adaptation

▪ Weight derivative
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second method: Back propagation

Regarding 5th  step: Weights Adaptation

▪ Weight derivative
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second method: Back propagation

Regarding 5th  step: Weights Adaptation

▪ interpreting derivatives
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second method: Back propagation

Regarding 5th  step: Weights Adaptation

▪ Update the Weights

In order to update the weights , use the Gradient Descent

f(w)
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Convolution Neural Network
CNN



➢ Convolutional neural networks (or convnets for short) are used in 
situations where data can be expressed as a "map" wherein the 
proximity between two data points indicates how related they are.
 
 
➢ Convnets contain one or more of each of the following layers:

1. convolution layer
2. ReLU (rectified linear units) layer (element wise threshold)
3. pooling layer
4. fully connected layer
5. loss layer (during the training process)

introduction







1- Convolution layer
a convnet processes an image using a matrix of weights called filters (or 
features) that detect specific attributes such as diagonal edges, vertical 
edges, etc. Moreover, as the image progresses through each layer, the 
filters are able to recognize more complex attributes.



The convolution layer is always the first step in a convnet. Let's say 
we have a 10 x 10 pixel image, here represented by a 10 x 10 x 1 
matrix of numbers:

Convolution layer















stride



•The ReLU (short for rectified linear units) layer commonly follows the 
convolution layer.

• The addition of the ReLU layer allows the neural network to account 
for non-linear relationships, i.e. the ReLU layer allows the convnet to 
account for situations in which the relationship between the pixel value 
inputs and the convnet output is not linear.

• the convolution operation is a linear one. y = w1x1 +w2x2 + w3x3 + ...

• The ReLU function takes a value x and returns 0 if x is negative 
and x if x is positive.  

2- ReLU Layer f(x) = max(0,x)



2- ReLU Layer f(x) = max(0,x)

Other functions such as tanh or the sigmoid function can 
be used to add non-linearity to the network, but ReLU 
generally works better in practice.



3- Pooling layer
• the pooling layer makes the convnet less sensitive to small changes in 
the location of a feature
• Pooling also reduces the size of the feature map, thus simplifying 
computation in later layers.





4- fully connected NN + loss layers 

The fully-connected layer is where the final "decision" is made.







Recurrent Neural Network
RNN

Learning sequences



RNN VS Vanilla
Vanilla 

 

• pass all input in the same time
• inputs are  independent in each other
• fixed input and fixed output 
•using different parameters with different layers in the network



Motivation

Image 
classification

Image 
captioning

Sentiment 
analysis

Machine 
translation

Synced sequence(video 
classification)



RNN architecture
▪ RNNs are called recurrent because 
they perform the same task for every 
element of a sequence, with the 
output being depended on the 
previous computations (memory).

▪ Inputs x(t) outputs y(t) hidden state 
s(t) the memory of the network
A delay unit is introduced to hold 
activation until they are processed at 
the next step.

▪ The decision a recurrent net reached at time step t-1 affects the 
decision it will reach one moment later at time step t. So recurrent 
networks have two sources of input, the present and the recent past, 
which combine to determine how they respond to new data



RNN Architecture

 The recurrent network can be converted into a feed forward 
network by unfolding over time



Vanishing Gradients

long-term dependencies 



Recurrent NN - LSTM

The basic unit in the hidden layer of an LSTM network is a memory 
block, it replaces the hidden unit in a traditional RNN. A memory block 
contains one or more memory cell and a pair of adaptive multiplicative 
gating units which gates input and output to all cells in the block. 
Memory blocks allow cells to share the same gates thus reducing the 
number of parameters. Each cell has in its core a recurrently self 
connected linear unit called the “Constant error carousel” whose 
activation we call the cell state.



Natural Language Processing 
Tasks



1- Automatic Summarization

the process of shortening a text document 
with software, in order to create a summary with 
the major points of the original document.

There are two methods
 
1-extracting sentences or parts thereof from the original text
2- generating abstract summaries.

Tools- The Python library sumy,



2- Co reference resolution

Coreference resolution is the task of finding all 
expressions that refer to the same entity in a text.

Tools- The Apache OpenNLP

tokenization, sentence segmentation, part-of-speech tagging, named entity 
extraction, chunking, parsing, and co reference resolution.



3- Named Entity Recognition

Named-entity recognition (NER) (also known as entity 
identification, entity chunking and entity extraction) is a subtask 
of information extraction that seeks to locate and classify named 
entities in text into pre-defined categories such as

Tools- The Apache OpenNLP

• number
•Device
•Jop
•Car
•Cell Phone

•person names
• company/organization names 
• locations 
• dates & time
• percentages
• monetary amounts (Currency)



4- Sentiment analysis

The task of finding the opinions of authors about specific entities.

Sentiment Analysis Problem

An opinion is a quintuple
  (      ,    ,         ,       ,    ) O F S_P OH T

Object

Feature

Subjectivity or Polarity classification

Opinion Holder

Time



https://github.com/Kyubyong
/nlp_tasks#coreference-

resolution
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