Classification Is thi_s A or B?

Regression How much, or how many of the_se’?

Anomaly Detection Is this anomalous? Question

Clustering How can these elements be grouped?
Wh&t should | do now?

Reinforcement Learning

Vision API

Speech API
Jobs API

Google Cloud
Video Intelligence API

Language API
SaasS - Pre-built Machine Learning models

Translation API

Rekognition

Direction

... many others

ML Engine Google Cloud

Amazon Machine Learning AWS

Data Science and Applied Machine
Learning

Tools: Jupiter / Datalab / Zeppelin

... many others

Tensorflow

Machine Learning Research

... many others

Find

Collect

Clean Features
Impute Features
Engineer Features
Select Features
Encode Features

Machine Learning is math. In specific,
performing Linear Algebra on Matrices. Our
data values must be numeric.

Build Datasets

Select Algorithm based on question and
data available

The cost function will provide a measure of how far my algorithm and
its parameters are from accurately representing my training data.

Cost Function

Sometimes referred to as Cost or Loss function when the goal is to
minimise it, or Objective function when the goal is to maximise it.

Having selected a cost function, we need a method to minimise the Cost function, or
Optimization maximise the Objective function. Typically this is done by Gradient Descent or Stochastic
Gradient Descent.

Machine Learning Process ) Different Algorithms have different Hyperparameters, which will affect the
Tuning algorithms performance. There are multiple methods for Hyperparameter
Tuning, such as Grid and Random search.

Analyse the performance of each algorithms and
discuss results.

Are the results good enough for

Results and Benchmarking production?

Is the ML algorithm training
and inference completing in a
reasonable timeframe?

How does my algorithm scales for both training and inference?

How can feature manipulation be done for training and
inference in real-time?

Deployment and How to make sure that the algorithm is retrained
Operationalisation periodically and deployed into production?

How will the ML algorithms be integrated with
other systems?

Can the infrastructure running the machine learning process scale?

How is access to the ML algorithm provided? REST API?
SDK?

Is the infrastructure adapter to the algorithm
we are running? Should GPU’s be considered
rather than CPUs’?



Nor

al - _is for mutual exclusive, but not ordered, categories.

Ordinal - is one where the order matters but not the difference between values.

Data Types

Interval - is a measurement where the difference between two values is meaningful.
Ratio - has all the properties of an interval variable, and also has a clear definition of 0.0.

Identify Predictor (Input) and Target (output) variables. Next,

identify the data type and category of the variables. e

Mean, Median, Mode, Min, Max, Range,
Quartile, IQR, Variance, Standard Deviation,
Skewness, Histogram, Box Plot

Continuous Features

Univariate Analysis
Frequency, Histogram Categorical Features
Finds out the relationship between two variables. Feature Selection
Scatter Plot

Correlation Plot - Heatmap

We can start analyzing the relationship by
creating a two-way table of count and Two-way table

nt%

Bi-variate Analysis

Stacked Column Chart
This test is used to derive the statistical
significance of relationship between the

ables.

Chi-Square Test

Z-Test/ T-Test
ANOVA

One may choose to either omit elements from a dataset

Missing val
that contain missing values or to impute a value issing values

Numeric variables are endowed with several formalized special values including =Inf, NA and NaN.

Calculations involving special values often result in special values, and need to be handled/cleaned Sezazliclic

They should be detected, but not necessarily removed. Their
inclusion in the analysis s a statistical decision.

Machine Learning Data
Outliers. Processing

A person’s age cannot be negative, a man cannot be pregnant

Obvious inconsistencies
and an under-aged person cannot possess a drivers license.

Feature Encoding

The technique then finds the first missing value and uses the cell value

immediately prior to the data that are missing to impute the missing value. Hot-Decl

Selects donors from another dataset to complete missing data. Cold-Deck

Another imputation technique involves replacing any missing value with the mean of that variable
for all other cases, which has the benefit of not changing the sample mean for that variable.

A regression model is estimated to predict observed values of a variable based on other
variables, and that model is then used to impute values in cases where that variable is missing

Feature Imputation

Feature Normalisation
or Scaling

Converting 2014-09-20T20:45:40Z into categorical
attributes like hour_of_the_day, part_of_day, etc.

Decompose

Typically data is discretized into partitions of K
equal lengths/width (equal intervals) or K% of
the total data (equal frequencies).

Continuous Features
Discretization
Values for categorical features may be combined, particularly

t | Fea
when there's few samples for some categories. CaietorcalEsaies

Feature Engineering
Changing from grams to kg, and losing detail might

be both wanted and efficient for calculation Heframe Numerica) Quantiies

Dataset Construction
Greating new features as a combination of existing features. Gould be.

multiplying numerical features, or combining categorical variables. This is a Crossing

great way to add domain expertise knowledge to the dataset.

Importance

Correlation

Features should be uncorrelated with each other and highly
correlated to the feature we're trying to predict.

cov(x,y)

Covariance

A measure of how much two random variables change

Filter Methods

Wrapper Methods

Embedded Methods

together. Math: dot(de_mean(x), de_mean(y)) / (n - 1)

Principal component analysis (PCA) is a statistical procedure that uses an orthogonal transformation to
convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated
variables called principal components. This transformation s defined in such a way that the first principal
component has the largest possible variance (that is, accounts for as much of the variability in the data as
possible), and each succeeding component in turn has the highest variance possible under the constraint that
itis orthogonal to the preceding

Plot the variance per feature and select the

Principal Component Analysis (PCA) features with the largest variance.

SVD is a factorization of  real or complex matrix. It is the generalization of the eigendecomposition
of a positive semidefinite normal matrix (for example, a symmetric matrix with positive eigenvalues) to
any mxn matrix via an extension of the polar decomposition. It has many useful applications in signal
processing and statistics.

Singular Value Decomposition (SVD)

Correlation

Filter type methods select features based only on general metrics like the
correlation with the variable to predict. Filter methods suppress the least
interesting variables. The other variables will be part of a classification or a
regression model used to classify or to predict data. These methods are
articularly effective in computation time and robust to overfittin

Linear Discriminant Analysis

ANOVA: Analysis of Variance
Chi-Square

Wrapper methods evaluate subsets of variables which allows, unlike Forward Selection
filter approaches, to detect the possible interactions

variables. The two main disadvantages of these methods are : The
increasing overfitting risk when the number of observations is
insufficient. AND. The significant computation time when the
number of variables is large.

Backward Elimination
Recursive Feature Ellmination

Genetic Algorithms

Lasso regression performs L1 regularization which adds penalty

Embedded methods try to combine the advantages of both
mibecdlec meihacs Ty fo combine the acvaniages of both previous equivalent to absolute value of the magnitude of coefiicients.

methods. A learning algorithm takes advantage of its own variable
selection process and performs feature selection and classification

Ridge regression performs L2 regularization which adds penalty
equivalent to square of the magnitude of coefficients.

Machine Learning algorithms perform Linear Algebra on Matrices, which means all features.
must be numeric. Encoding helps us do this.

Label Encoding

In One Hot Encoding, make sure th
encodings are done in a way that all features.
are linearl

One Hot Encoding

Training Dataset

Test Dataset

Validation Dataset

Cross Validation

Beecallug features to scale the range in [0, 1] or [-1, 1].
Feature standardization makes the values of each
Methods Standardization feature in the data have zero-mean (when subtracting

Since the range of values of raw data varies widely, in some machine learing
algorithms, objective functions will not work properly without normalization.
Another reason why feature scaling is applied is that gradient descent converges
much faster with feature scaling than without it.

The simplest method is rescaling the range of

the mean in the numerator) and unit-variance.

To scale the components of a feature vector

Sl iz such that the complete vector has length one.

To fit the parameters of the classifier in the
A set of examples used for Multilayer Perceptron, for instance, we would
learning use the training set to find the “optimal”
weights when using back-progapation

In the Multilayer Perceptron case, we would use the test to
estimate the error rate after we have chosen the final model (MLP
size and actual weights) After assessing the final model on the test
set, YOU MUST NOT tune the model any further.

A set of examples used only to assess the
performance of a fully-trained classifier

In the Multilayer Perceptron case, we would use the validation
set to find the “optimal” number of hidden units or determine a
stopping point for the back-propagation algorithm

A set of examples used to tune the
parameters of a classifier

One round of cross-validation involves partitioning a sample of data into complementary subsets,
performing the analysis on one subset (called the training set), and validating the analysis on the other
subset (called the validation set o testing set). To reduce variability, multiple rounds of cross-validation
are performed using different partitions, and the validation results are averaged over the rounds.


https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Normalization_(statistics)
https://en.wikipedia.org/wiki/Gradient_descent

When we are interested mainly in the predicted variable as a result of the inputs, but not
on the each way of the inputs affect the prediction. In a real estate example, Prediction

would answer the question of: Is my hou
very good at these sort of predictions, but not great for inference because the models

ise over or under valued? Non-linear models are Prediction

Regression A supervised problem, the outputs are continuous rather than discrete.

Inputs are divided into two or more classes, and the learner must produce a
model that assigns unseen inputs to one or more (multi-label classification) of
these classes. This is typically tackled in a supervised way.

Classification

are much less interpretable. Motivation A set of inputs is to be divided into groups.
When we are interested in the way each one of the inputs affect the prediction. In a real == Clustering f”“ke o j‘asi"cz‘m”'y‘e oo
estate example, Prediction would answer the question of: How much would my house o — i °’: a”k hEL G il 6
cost if it had a view of the sea? Linear models are more suited for inference because the unsupervised task,
models themselves are easier to understand than their non-linear counterparts. Density Estimation A e e M
Dimensionality Reduction Simplifies inputs by mapping them into a
lower-dimensional space.
Step 1: Making an assumption about the functional form or shape.
Confusion Matrix of our function (), i.e.: s linear, thus we will select a linear model.
Parametric Step 2: Selecting a procedure to fit or train our model. This means
estimating the Beta parameters in the linear function. A common
E Kind approach is the (ordinary) least squares, amongst others.
Fraction of correct predictions, not reliable as skewed when the When we do not make assumptions about the form of our function (7). However,
data set is unbalanced (that is, when the number of samples in Accuracy N, since these methods do not reduce the problem of estimating f to a small number
different classes vary greatly) of parameters, a large number of observations is required in order to obtain an
accurate estimate for f. An example would be the thin-plate spline model.
TP + FP)
whictell us hat propotion of ptes e diagasd s having cance il The computer is presented with example inputs and their
.t v, poorionf T et of skt carce dgros iz CEolAIaY e el e el el el
e contusion matr Precision e e e e Tt
Out of all the examples the classifier labeled as
e YRR et et v 1 No labels are given to the learning algorithm, leaving it on its
. T own to find structure in its input. Unsupervised learning can be a
Y il e Categories D goal in itself (discovering hidden patterns in data) or a means
s wha proporionof ptients e sty towards an end (feature learning).
{12 bottoe rore st confusion matix Recall A computer program interacts with a dynamic environment in which it must
Out of all the positive examples there were, what Reinforcement Learning perfolmiaicenaingosliSnehiasiduingavenia sylavind ol Raan
fraction did the classifier pick up? opponent). The program is provided feedback in terms of rewards and
punishments as it navigates its problem space:
Harmonic Mean of Precision and Recall: (2 p * r/ (p + 1))
Decision tree learning
Association rule learning
Performance
Analysis Artificial neural networks
Deep learnin
ROC Curve - Receiver Operating 2 !
Characteristics Inductive logic programming
Support vector machines
True Positive Rate (Recall / Sensitivity) vs False Positive Clustering
Rate (1-Specificit
S S Approaches Bayesian networks
Bias refers to the amount of error that is introduced by approximating - "
areal-life problem, which may be extremely complicated, by a simple jelnforcomentloarning
model. f Bias is high, and/or if the algorithm performs poorly even on T
your training data, try adding more features, or a more flexible model. Bias-Variance Tradeoff
Variance is the amount our model’s prediction would Siniiityendmeticfearn g
change when using a different training data set. High: Sparse dictionary learning
Remove features, or obtain more data.
Genetic algorithms
1.0 - sum_of_squared_errors / total_sum_of_squares(y) Goodness of Fit = RA2
Rule-based machine learning
The mean squared error (MSE) or mean squared deviation
(MSD) of an estimator (of a procedure for estimating an Learning classifier systems.
unobserved quantity) measures the average of the squares Mean Squared Error (MSE) Machine Learning
of the errors or deviations—that is, the difference between Concepts fcdsilciass ronditiofal pfe I pron
Yo e ey gl et =l probabilties. “Generative” since sampling can
generate synthetic data points.
Generative Methods Gaussians, Naive Bayes, Mixtures of multinomials
The proportion of mistakes made if we apply
out estimate model function the the training Error Rate Popular models. Mixtures of Gaussians, Mixtures of experts, Hidden Markov Models (HMM)
observations in a classification setting.
Sigmoidal belief networks, Bayesian networks, Markov random fields
Taxonomy Directly estimate posterior probabilities. No
N tte t t del underl bability
One round of cross-validation involves partitioning a sample of data into complementary subsets, Gt c::r&%a%r:n D .
performing the analysis on one subset (called the training set), and validating the analysis on the T e e o)
other subset (called the validation set or testing set). To reduce variability, multiple rounds of & P 9
cross-validation are performed using different partitions, and the validation results are averaged jccriminative Methods, Logistic regression, SVMs
over the rounds.
Popular Models Traditional neural networks, Nearest neighbor
Leave-p-out cross-validation Cross-validation Condifional Random Fields (CRF)
Leave-one-out cross-validation Prelichon There is an inherent tradeoff between Prediction Accuracy and Model Interpretability,
—— A L that is to say that as the model get more flexible in the way the function (7 is selected,
k-fold cross-validation Methods e vel‘;blhty they get obscured, and are hard to interpret. Flexible methods are better for
£ inference, and inflexible methods are preferable for prediction.
Holdout method
Adds support for large, multi-dimensional arrays and matrices,
Repeated random sub-sampling validation Numpy along with a large library of high-level mathematical functions
The traditional way of performing hyperparameter optimization has 1o operate on these arrays
Resyaidsearchicalparametsis neso A acilsnehjanicaliabathey Pandas Offers data structures and operations for manipulating numerical tables and time series
searching through a manually specified subset of the hyperparameter .
space of a learning algorithm. A grid search algorithm must be guided It features various classification, regression and clustering algorithms
by some performance metric, typically measured by cross-validation Erpic including support vector machines, random forests, gradient boosting, k-
on the training set or evaluation on a held-out validation set. means and DBSCAN, and is designed to intefoperate with the Python
numerical and scientific libraries NumPy and SciPy.
Since grid searching is an exhaustive and therefore potentially
expensive method, several alternatives have been proposed. In Hyperparameters
particular, a randomized search that simply samples parameter settings Random Search
afixed number of times has been found to be more effective in high-
dimensional spaces than exhaustive search Tuning
For specific learning algorithms, it is possible to compute the gradient with respect to
hyperparameters and then optimize the hyperparameters using gradient descent. The first '
usage of these techniques was focused on neural networks. Since then, these methods have CGradient-based optimization Tonsort
been extended to other models such as support vector machines or logistic regression IEraLey
Early stopping rules provide guidance as to how many iterations can be e —— U] ) =) AR Does | uation. Nesd (o buid th
run before the learner begins to over-fit, and stop the algorithm then. C t 0es lazy evaluation. Meed to bulld the
9 pthe 29 ibrarlos iz amponents graph, and then run it in a session
When a given method yields a small training MSE (or cost), but a large test MSE (or cost), we are said to be overfitting
the data. This happens because our statistical learning procedure is trying too hard to find pattens in the data, that
might be due to random chance, rather than a property of our function. In other words, the algorithms may be Oerfitting
learning the training data too well. If model underfits, try removing some features, decreasing degrees of freedom, or
adding more data. Is an modern open-source deep learning framework used to train, and deploy deep neural
tworks. MXNet lib rtable and le to multiple GPUs and multiple machines.
Opposite of Overfitting. Underfitting occurs when a statistical model or machine learning algorithm cannot MXNet MXNet fs supported by mejor Public Gloud providers including AWS and Azure. Amazon has
capture the underlying trend of the data. It occurs when the model or algorithm does not fit the data enough. e Al : e
Underfitting occurs if the model or algorithm shows low variance but high bias (to contrast the opposite, Underfitting chosen MXMet as its deep learning framework of choice af
overfitting from high variance and low bias). It is often a result of an excessively simple model. Is an open source neural network library written in Python. It is capable of running on top of MXNet,
Keras Deeplearning4j, Tensorflow, CNTK or Theano. Designed to enable fast experimentation with deep neural
Test that applies Random Sampling with Replacement of the networks, it focuses on being minimal, modular and extensible.
available data, and assigns measures of accuracy (bias, variance, Bootstrap
etc.) to sample estimates. Torch is an open source machine learning library, a scientific computing framework, and a script
Torch language based on the Lua programming language. It provides a wide range of algorithms for deep
An approach to ensemble learning that is based on bootstrapping. Shortly, given a training set, machine learning, and uses the scripting language LuaJIT, and an underlying C implementation
we produce multiple different training sets (called bootstrap samples), by sampling wit
replacement from the original dataset. Then, for each bootstrap sample, we build a model. The Bagging Previously known as GNTK and sometimes styled as The Microsoft Cognitive

results in an ensemble of models, where each model votes with the equal weight. Typically, the

goal of this procedure is to reduce the variance of the model of interest (e.g. decision trees).

Microsoft Cognitive Toolkit

Toolkit, is a deep learning framework developed by Microsoft Research.
Microsoft Cognitive Toolkit describes neural networks as a series of
computational steps via a directed graph.
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https://en.wikipedia.org/wiki/Variable_(mathematics)
https://en.wikipedia.org/wiki/Randomness
https://en.wikipedia.org/wiki/Event_(probability_theory)
https://en.wikipedia.org/wiki/Subset
https://en.wikipedia.org/wiki/Random_variable
https://en.wikipedia.org/wiki/Probability_distribution
https://en.wikipedia.org/wiki/Marginal_probability
https://en.wikipedia.org/wiki/Conditional_probabilities
https://en.wikipedia.org/wiki/Joint_distribution
https://en.wikipedia.org/wiki/Random_variables
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https://en.m.wikipedia.org/wiki/Antecedent_(logic)
https://en.m.wikipedia.org/wiki/Prior_probability
https://en.m.wikipedia.org/wiki/Likelihood_function
https://en.m.wikipedia.org/wiki/Statistical_model
https://en.m.wikipedia.org/wiki/Statistical_model
https://en.m.wikipedia.org/wiki/Bayes%27_theorem
https://en.wikipedia.org/wiki/Standard_deviation
https://en.wikipedia.org/wiki/Standard_deviation
https://en.wikipedia.org/wiki/Data
https://en.wikipedia.org/wiki/Mean
https://en.wikipedia.org/wiki/Statistic
https://en.wikipedia.org/wiki/Ordinal_association
https://en.wikipedia.org/wiki/Spearman%27s_rank_correlation_coefficient
https://en.wikipedia.org/wiki/Discrete_variable
https://en.wikipedia.org/wiki/Continuous_variable
https://en.wikipedia.org/wiki/Data_set
https://en.wikipedia.org/wiki/Statistical_significance
https://en.wikipedia.org/wiki/Statistical_significance
https://en.wikipedia.org/wiki/Linear_algebra
https://en.wikipedia.org/wiki/Linear_map
https://en.wikipedia.org/wiki/Vector_space
https://en.wikipedia.org/wiki/Field_(mathematics)
https://en.wikipedia.org/wiki/Vector_space
https://en.wikipedia.org/wiki/Matrix_(mathematics)
https://en.wikipedia.org/wiki/Partial_derivative
https://en.wikipedia.org/wiki/Vector-valued_function
https://en.wikipedia.org/wiki/Square_matrix
https://en.wikipedia.org/wiki/Determinant

With SGD, the training proceeds in steps, and
at each step we consider a mini- batch x1...m
of size m. The mini-batch is used to approx-
imate the gradient of the loss function with
respect to the parameters.

A unit often refers to the activation
function in a layer by which the
inputs are transformed via a
nonlinear activation function (for
example by the logistic sigmoid
function). Usually, a unit has
several incoming connections and
several outgoing connections.

Comprised of multiple Real-Valued inputs. Each input
must be linearly independent from each other.

Layers other than the input and
output layers. A layer is the
highest-level building block in
deep learning. A layer is a
container that usually receives
weighted input, transforms it with
aset of mostly non-linear
functions and then passes these
values as output to the next
layer.

Unit (Neurons)

Input Layer

Hidden Layers

Using mini-batches of examples, as opposed to one example at a time, is helpful in
several ways. First, the gradient of the loss over a mini-batch is an estimate of the
gradient over the training set, whose quality improves as the batch size increases.
Second, computation over a batch can be much more efficient than m computations for
individual examples, due to the parallelism afforded by the modern computing platforms.

Batch Normalization

However, if you actually try that, the weights
will change far too much each teration, which
will make them “overcorrect” and the loss will
actually increase/diverge. So in practice,
people usually multiply each derivative by a
small value called the “learing rate” before

Neural networks are often trained by gradient
descent on the weights. This means at each
iteration we use backpropagation to calculate
the derivative of the loss function with respect
to each weight and subtract it from that
weight

they subtract it from its corresponding weight.

Hlﬁlll

Reduce by 0.5 when validation error stops improving

Reduction by O(1/t) because of theoretical
convergence guarantees, with hyper-
parameters e and T and t is iteration
numbers.

Better yet: No hand-set learning of rates by using AdaGrad

But, this turns out to be a mistake, because if
every neuron in the network computes the
same output, then they will lso ll compute
the same gradients during back-propagation
and undergo the exact same parameter
updates. In other words, there is no source of
asymmetry between neurons if their weights
are initialized to be the same.

Simplest recipe: keep it fixed and use the
same for all parameters.

Vo Ji(0)

Tricks

Better results by allowing learning rates to decrease Options:

In the ideal situation, with proper data
normalization it is reasonable to assume that
approximately half of the weights will be.
positive and half of them will be negative. A
reasonable-sounding idea then might be to
set all the initial weights to zero, which you
expect to be the “best guess” in expectation.

Al Zero Initialization

The implementation for weights might simply
drawing values from a normal distribution with
zero mean, and unit standard deviation. It is
also possible to use small numbers drawn
from a uniform distribution, but this seems to
have relatively little impact on the final
performance in practice.

Thus, you still want the weights to be very
close to zero, but not identically zero. In this
way, you can random these neurons to small
numbers which are very close to zero, and itis
treated as symmetry breaking. The idea is that
the neurons are all random and unique in the
beginning, o they will compute distinct
updates and integrate themselves as diverse

Initialization with Small Random Numbers.

parts of the ful network.

This ensures that all neurons in the network
initially have approximately the same output
distribution and empirically improves the rate.
of convergence. The detailed derivations can
be found from Page. 18 10 23 of the slides.
Please note that, in the erivations, it does
not consider the influence of ReLU neurons.

One problem with the above suggestion is
that the distribution of the outpus from a
randomly initialized neuron has a variance that

grows with the number of inputs. It turns out Calibating the Variances

that you can normalize the variance of each
neuron's output to 1 by scaling its weight
vector by the square root of its fan-in (L., its
number of inputs)

Is a method used in artificial neural networks to
calculate the error contribution of each neuron
after a batch of data. It calculates the gradient
of the loss function. It is commonly used in the
gradient descent optimization algorithm. It is
also called backward propagation of errors,
because the error is calculated at the output
and distributed back through the network

Neural Network taking 4 dimension vector layers.

representation of words.

In this method, we reuse partial derivatives
computed for higher layers in lower layers, for
efficiency.

Defines the output of that node given an input
or set of inputs.

for <0
for z>0

ReLU

Sigmoid / Logistic

Binary

Tanh

Types

Softplus

Softmax

Maxout

(&) = maxa,

Leaky ReLU, PReLU, RReLU, ELU, SELU, and others.

Regression

Learning Rate

Bayesian

Weight Initialization

P
|

Linear Regression

Generalised Linear Models (GLMs)

+{Bx}e]

Bo+ By X+ e (dataii=1.m

Is a flexible generalization of ordinary linear regression that allows for response
variables that have error distribution models other than a normal distribution. The
GLM generalizes linear regression by allowing the linear model to be related to the
response variable via a link function and by allowing the magnitude of the variance
of each measurement to be a function of its predicted value.

Identity

Inverse.

Link Function

exp (XB) 1

Logit

1+ exp (XB)

Cost Function is found via Maximum
Likelihood Estimation

1+ exp (—XB)

Locally Estimated Scatterplot Smoothing (LOESS)

Ridge Regression

Least Absolute Shrinkage and Selection Operator (LASSO)

p(X)

Logistic Regression

1+ ePothiX

Logistic Function

(Ci) p(x | Ci)
p((‘uxJ*p ) p(x | C

p(x)

Naive Bayes

Multinomial Naive Bayes

= argmax p(Cy) [[ ol
kel oK) =

Naive Bayes Classifier. We neglect the
denominator as we calculate for every class
and pick the max of the numerator

Bayesian Belief Network (BBN)

Principal Component Analysis (PCA)
Partial Least Squares Regression (PLSR)

Principal Gomponent Regression (PCR)

Dimensionality Reduction

Wachine Larning
Neural Networks s

Instance Based

Decision Tree

Backpropagation

Clustering

Activation Functions

Partial Least Squares Discriminant Analysis.
Quadratic Discriminant Analysis (QDA)
Linear Discriminant Analysis (LDA)
k-nearest Neighbour (kNN)
Learning Vector Quantization (LVQ)
Self-Organising Map (SOM)
Locally Weighted Learning (LWL)
Random Forest
Classification and Regression Tree (CART)
Gradient Boosting Machines (GBM)
Conditional Decision Trees
Gradient Boosted Regression Trees (GBRT)
complete
single
Linkage
average
centroid

Hierarchical Clustering

Average Distance AD
Stability Metrics
Average Distance Between Means ADM

Figure of Merit FOM

Euciidean distance or Euclidean
metic is the *ordinary" straight-

Ecicedn line distance between two points
Dissimilarity Measure ultciceaizpas
Agorithms The distance between two
Manhattan points measured along axes at
right angles.
k-Means How many clusters do we select?
k-Medians
Fuzzy C-Means
Self-Organising Maps (SOM)
Expectation Maximization
DBSCAN
Dunn Index
Data Structure Metrics. Connectivity
Silhouette Width
Validation Non-overiap APN



