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Identification Card Recognition Based on
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Abstract— Optical character recognition of Arabic language is a field of research that is socially very relevant and
challenging, the social relevance lies on the fact that OCR is very important for many applications that need character
recognition of image. Our system is Egyptian ID cards reader system which extracts important data from the ID card image,
recognizes them and translates them into editable text on computer so they can be edited and saved, and then the system can
verify between a testing ID card and the database saved before. This paper extensively reviews the base line-based
segmentation and DCT based feature extractor approaches used forbuilding this special Arabic OCR system. It also reports
the experimental results obtained so far showing the reliability of our system. Finally, the system works fast on the scientific
Matlab program as it needs about 16 seconds in average to process one ID card, and the system is expected to do better
performance when transferring it from the academic phase to the product phase.

1 INTRODUCTION

Humans recognize characters easily and they repeat the character recognition process thousands of times every day as they
read papers or books. Though, after many years of serious investigation and research, the ultimate goal of developing an
optical character recognition (OCR) system with the same interpretation capabilities as humans still remains unachieved.
One of the main objectives of an OCR is to reach a 5 characters/second speed with a 99.9% recognition rate, with no
errors.

The OCR is the mechanical or electronic conversion of scanned images of typewritten, printed text, or handwritten, into
machine-encoded text. OCR allows the machine automatically to recognize characters in an image and translate them into
computer textual format by applying machine learning mechanism.

Therefore, development of the OCR systems is a very significant field of research in pattern recognition. Different OCR
engines allow the machine to automatically recognize characters in an image and translate them into computer textual
format by applying machine learning mechanism. It improves human-machine interaction and is widely used in many
areas. Here’s a general (OCR) DFD diagram, as shown in Fig. 1.

Preprocessing

!

Segmentation

-

Feature Extraction

i

Recognition

Figure 1: OCR DFD Diagram
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Recently, identification cards recognition systems became very important due to the automatic processes of checking and
storing card’s data achieved by them in many applications such as election systems and vital governmental installations
and makes this operation easy and fast using optical solutions.

So from the realization of the importance of such applications and its impact on the society, this paper shows developing
an Arabic OCR system dedicated for ID card recognition.

An over view of the system will be presentedin section 2, Arabic script characteristics and Arabic OCR challenges are
discussed in section 3. The proposed OCR algorithm will be discussed in section 4.Experimental work and results are

resulted in section 5. Finally, conclusion and future work will be discussed in section 6.
2 SYSTEMOVERVIEW

The data acquisition system consists of a simple wooden structure scanning model. This model has a special place for the
mobile and another one for the ID card, the image is captured with a 5 megapixel resolution camera of an Android mobile
and the captured images' resolution is 72 dpi.

Using this simple scanning process, images of front and back sides of the ID card are captured by mobile, and then the
captured images are sent automatically to the computer by Android service installed in such mobile. The captured image is
then passed and processed via the system’s software (Created Matlab program) and the results will be outputted through
simple Graphical User Interface (GUI) which contains all the recognized available ID data, see Fig. 2.

%,

o

Egyptian
Identification
card
recognition

system

Figure 2: System Overview

3 ARABIC SCRIPT CHARACTERISTICS AND OCR CHALLENGES

Avrabic is the official language of over twenty Arab countries which stretch from Morocco to Iraq, it is the religious
language of all Muslims of more than one billion Muslims spread all over the world and it is the language of the Quran
(the sacred book of Islam). Arabic language is a Semitic language and most of its words are built up from roots by
following specific morphological grammatical rules by employing affixes processing (infixes, prefixes and suffixes).
Classical Arabic language is widely used in around fourteen centuries ago.

Arabic is a popular script and cursive nature language. More than one billion Arabic script users are estimated in the
world. Due to the cursive nature of Arabic script, the development of Arabic OCR systems involves many technical
troubles, particularly in the segmentation stage. Although many researchers are studying solutions to solve such troubles
very little progress has been made.

A. Arabic Script Characteristics
Arabic is written from right to left, and so recognition process should occurred from right to left. Arabic character set
includes 28 letters; each Arabic letter has 2-4 different forms which depend on its position in the word. Fifteen of the 28
letters have dots and the other 13 are without dots. Dots are above and below the Arabic letters, it plays a major role in
discriminating some characters from each similar, that differ only by the number or location of dots; e.g.letters («- &- &-
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- 0). There are four characters which may take the secondary character “Hamzahs”, those are “Alif ,” l“Waw 5",
“Yaats” and “Kaf” &, Six Arabic letters can be connected from the right side only: dal (3), raa (), waw(s), alef (1), thal (
J), and zay(J). Whilethe other 22 letters can be connected from both sides. These six characters have only two forms, the
stand-alone form and the final form.

Arabic letters do not have rigid width or fixed size, even in printed form. The shape of the letter is influenced by its
position in the word. Whereas the rest of the characters scan appear in any of four forms: the initial, the middle, the final,
and the stand-alone form. Consequently, an Arabic word may consist of one or more sub-words. A sub-word can be
defined as the basic stand-alone pictorial block of the Arabic writing.

Any optical character recognition of Arabic characters should treat the sub-word as the basic block for processing
whatever the method it uses for preprocessing, segmentation, recognition, or classification. This is because each sub-word
is separated from other sub-word by a space. Although spaces between sub words are usually shorter than those between
successive words, still they are surrounded by space. A word may contain one or more sub-words. Some of these sub-
words may even consist of a single character in its stand-alone form.

Hence, their recognition does not need segmentation. Shape of the letter in the text differs according to the location of the
character in the sub-word, i.e. a character at the end of sub-word, has exactly the same shape when it comes at the end of a
full word.

The Arabic character set is shown in Table | that illustrates the variation of the Arabic characters' shape depending on their
positions in the word,

TABLE |
THE DIFFERENT FORMS OF ARABIC ALPHABETS
Character Mame lsolated Initial Middle Final
AliF i I I L L
Ba' by [ B i —
Ta G = ) N Y
Tha' <L s i A LY
Jleem e = = = [
H'a' sl T = = -
Kha' <L 7 = = =
Dal Jla 1 1 1 1
Thal A 3 3 1 1
Rai sl - - B -
Zai sh E 5] S S
Seen (e o - - (=
Sheen ] o - e i
Sad il o= - - o=
Dhad F]S opa i i e
Tia" A T T = I
Dha' ok E x = by
A'in O s - S e
Ghain i £ £ = &
Ta' B —a i ) Py
Qaf ald & ] I &
Eaf s = = = il
Lam F¥ d ) 1 iy
Meem | P = - P
Moon it [a} = & ‘r
Ha' la a A < a_
Waw ala K K = &
¥a' sh = 2 = -

B. Arabic OCR Challenges

Although working on a standard ID has advantages like, the font type is fixed (simplified Arabic font) and
approximately similar font sizes, Arabic words may horizontally overlap and characters may stack on others. These
introduce problems for both the word and the character segmentations. At this stage, it is not hard to understand that
segmentation is a crucial step in the development of an Arabic OCR system. The main difficulty associated in Cursive
text recognition is the segmentation of words to characters. And here’s an introduction to the main challenges in
Arabic OCR system,
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1) Connectivity Challenge: As illustrated before that the cursive phenomenon of Arabic language text introduces
problems for both the word and the character segmentations. The main difficulty associated in cursive text recognition is
the segmentation. Accordingly, the segmentation is a critical step in the development of an Arabic OCR system.
Fig.3.illustrates Arabic naming script showing connectivity.

;LF'LL._GLEl' w IE Hid S Tl )
T~ 2o ,.A ;, e J.a..}.a.. Lw‘ i
Figure 3: Example of the Arabic Script

2) The Dotted Challenge: Dotting is extensively used to differentiate characters sharing similar graphemes. Fig.4.
shows some example sets of dotting-differentiated graphemes, it is apparent that the digital differences between the
members of the same set are small. Whether the dots are eliminated before the recognition process, or recognition features
are extracted from the dotted script, dotting is a significant source of confusion, hence recognition errors in Arabic OCR
systems especially when run on noisy documents; e.g. those reproduced by photocopiers.

S O IF o G | P T s

Figure 4: Example sets of dotting-differentiated graphemes

3) Multiple Grapheme Cases Challenge :Due to the mandatory connectivity in Arabic orthography; the same grapheme
representing the same character can have multiple variants according to its relative position within the Arabic word
segment(Starting, Middle, Ending, Separate) as exemplified by the 4 variants of the Arabic character “¢” shown in bold in
Fig. 5.

&L & = c

Figure 5: Grapheme “g” in its 4 Positions

4) Character’s Size Variation Challenge: Different Arabic graphemes do not have a fixed height or a fixed width.
Moreover, neither the different nominal sizes of the same font scale linearly with their actual line heights, nor the different
fonts with the same nominal size have a fixed line height.

At this point, many of challenges have been illustrated in the Arabic script characteristics, in the next section;the algorithm
of the proposed OCR system will be introduced.

4 THE PROPOSED ARABIC OCR ALGORITHM

This section discusses the algorithm of the proposed OCR system in details,Fig.6shows simple block diagram of
theproposed system, next subsections will explainthe related algorithm andthe main steps,

geleatilivtl

Egotian Tmage Acquisition Preprocessmg ‘ Ward .
Identification card Seamentation
Graphical User Clussification Feature Character

Interface i Extraction fragmentation

Recomition
Results
Figure 6: The Proposed Arabic OCR Block Diagram
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A. OCR Algorithm
The proposed OCR system consists of 4 main steps which will be introduced within the few following subsections,

1) Image Acquisition:As illustrated before, we capture an image of the ID card with an android mobile with 5 Megapixel
resolution camera, the captured image is 72 ppi (pixel per inch).

2)Preprocessing and Edge Detection:Preprocessing is a very important and main step in image processing as scanned
images are usually displayed in gray scale or color and also they suffer from noise, varying spaces between letters,
varying space between lines and other image problems.

Noise removal and edge detection are the two most important steps in processing of any digital images to improve the
information in the picture so that it can be easily understood by man and to make it suitable and readable for any machine
working on those images. So some preprocessing steps are performed on the image,

Firstly, in the step of thresholding and binarization, the gray image is converted to a ‘binary’ image. We mean by binary
that the image is presented by black and white pixels only. This helps us to work more efficiently on the image than in the
gray or the colored form. Binarization is achieved through the process of thresholding in which a ‘threshold’ value is
chosen and any pixel with a value greater (or less) than this value is converted to a text (orbackground) pixel. That is, its
value is made either 0 or 255.

Noise is the unnecessary information that exists in the image which may have been inadvertently introduced. This may be
because of inefficient input devices used. To remove the noise which may affect the performance of the system, filters are
used. So firstly, the “median filter” is used as an example of a non-linear spatial filter, recall that the median of a set is the
middle value when they are sorted which is used to remove the salt and pepper noise from the card. Finally, remove the
undesired borders by clipping it. Edge detection is a very important step because the edge is one the important and basic
features of an image. If the edges of an image are identified accurately, some basic properties such as area, perimeter and
shape can be measured. Edge detection can play a signification role in different fields such as computer vision, pattern
recognition, image segmentation, remote sensing and medical image analysis.Many classical edge detectors have been
developed over time. However classical edge detectors usually fail to handle images with strong noise.

Mathematical morphology (MM) is a new mathematical theory which can be used to process and analyze images. In the
MM theory, images are treated as sets, and morphological transformations which derived from Minkowski addition and
subtraction are defined to extract features of images.

Morphological filters are nonlinear signal transformations because image is probed by a structuring element which
interacts with the image in order to extract useful information about the geometrical structure of the image and achieve the
goal of preserving thin features while removing noise. So, this algorithm will be applied in the stage of card recognition.
The structuring element is considered to be the building block of the dilation (expanding features) and erosion (shrinking
features) processes and by the way it is the mainly constructing element of the morphological image processing, it is
represented by matrix of Os and 1s, sometimes it is convenient to show only the 1’s. The origin of the structuring element
must be identified. It could have any shape but its size must be smaller than the original image’s size. Fig.7. shows some

shapes of structuring elements.
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Figure 7: Some shapes of structuring elements

In the proposed system, the rectangle and line (with 0 & 90 degrees) structuring elementsare used as there were more
suitable for our dilation and erosion operations, see Fig. 8.
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Figure 8: Line and rectangle structuring elements
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Dilation is an operation that grows objects in binary images controlled by a shape referred to as a structuring element.
Dilation of original image (A) by structuring element (B) means that for each point x belongs to B, we translate A by those
coordinates then we take union of these translations, as shown in the following equation,

A®B = {z|(B).N A # 0}

The above equation denotes the dilation of A by B is the set consisting of all the structuring element origin locations where
the reflected and translated B overlaps at least some portion of A. Such translation of the structuring element in dilation is
similar to the mechanics of spatial convolution.

Erosion is an operation that thins or shrinks objects in binary images controlled by a shape referred to as a structuring
element. Erosion of original image (A) by structuring element (B) means that the output image has a value of ‘1’ at each
location of the origin of (B), such that the element only overlaps 1-valued pixels of (A).

ASB = {zl(B).NA # O}

The above equation denotes the erosion of A by B is the set of all structuring element origin locations where the translated
B has no overlap with the background of A.

3) Feature Extraction Module: Features extraction is one of the most important factors in achieving high recognition
performance in pattern recognition systems. It has been defined as the process of extracting information that is mostly
useful for the purpose of classification from the raw data, as it involves simplifying the amount of resources required to
describe a large set of data accurately, so it is considered to be a special form of dimensionality reduction. When the input
data to an algorithm is too large to be processed and it is suspected to be notoriously redundant, the input data can be
transformed into a reduced representation set of features (named feature vector). So transforming the input data into set of
features is called the feature extraction.

Discrete Cosine Transform (DCT) is one of the most efficient and popular techniques used in feature extraction. In
particular, a DCT is a Fourier-related transform similar to Discrete Fourier Transform (DFT), but DCT is more efficient in
data reduction and energy compaction as it stores most of image details in few coefficients as shown in Fig.9.

(a) The Source (b) DFT (e) DCT

Figure 9: Energy distributions in different transforms

The proposed solution uses ideal mathematical tool of the Discrete Cosine Transform DCT. Such DCT based feature
extractor is often used in signal and image processing especially for lossy data compression, because it is capable of
packing the energy of spatial sequence into few coefficients as possible so it has strong energy compaction property. So a
larger number of coefficients get wiped and great bit savings for the same loss.

Two Dimensional -DCT is applied to the whole image then most of signal information tends to be concentrated in a few
low-frequency components and approximately most of the important data and details of the image are then allocated at the
upper left corner of the image as shown in Fig.10.
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Figure 10: The freciuenc;} distribution of two dimensional- DCT
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Eye is most sensitive to low frequency components (upper left corner), so Zig-Zag scanning methodis used to group low
frequency coefficients in top of a vector with a certain technique as shown in Fig. 11.

After applying Zigzag scan, a vector of 20 elements is created for each model in the training set; this vector is the feature
vector that will be used later in the next stage of classification and decision making.
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Figure 11: Zig - Zag Scan

4) Classification and Decision Making: The main role of the classifier is to compare the feature vector of each block of
data segmented from ID card with the previously built model of the training set, and then provide the system with
information about the nearest neighbor to this block of data and the Euclidean distance between them. The Euclidean
distance between any 2 vectors (g and p- each one of them has (n) elements) can be calculated according to the following
formula:

n
Euclidean distance = Z( q@) — p(i))?

i=1

Where, “q” and “p” are two feature vectors with size (n) equals 20 elements.
B. 1D Recognition Algorithm Steps

First, the preprocessing steps are applied on the whole ID card except the erosion step, after performing dialation or filling
operation theresultwill be displayed as shown in Fig. 12.

Figure 12: ID card after Dilation Process

Then the wanted data is detected and then the areas of the data are segmented with rectangular frames, each type of data is
sent to its specified function, as shown in Fig. 13.

Figure 13: The Detected Text
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There are two types of algorithms depending on the data types, an algorithm for numbers like ID National number, release
date and expiry date of the ID cards and the other for words which is specified for all other types of data.

The functions are (First Name & Last Name — Address — ID National number — Job — Job Address — Religion & Type &
Marital status — Husband name — Expiry date& Release date).A training data set containing all forms of the Arabic
language alphabets, numbers from (0-9) and some characters like ( /, - ), is passed to the words function and number’s
function respectively, and also

1) Numbers Function’s Algorithm: A training data set containing all numbers from (0-9) is passed to this function, and
also some characters like (/, -).

Firstly, we get the feature vectors for the numbers (0-9) as a data set, and thenwe get the feature vectors for the unknown
national ID card number which we want to detect its 14 numbers, Fig.14 shows ID card number.

Figure 14: 1D card number

The following steps will be used to perform preprocessing:

Thresholding and binarization: In this step, the RGB ID number image is converted to a 'gray' image, then to 'binary'
one.

Noise filtering: the “median filter” is used as an example of a non-linear spatial filter to remove the salt &pepper noise
from our card.

Mathematical morphology (MM): which consists of two main basic operations Dilation and Erosion, the line (with 0 &
90 degrees)structuringelement is more suitable for dilation and erosion operations. Fig. 15 shows ID card number after
performing preprocessing steps.

Y oA .Y Yo .\ (t\AY

Figure 15: ID card numberafter performing preprocessing steps

Segmentation: Then by using some functions, the ID number image is divided into 14 segments (regions). Then for each
region (number) we get its properties (area, centriod, bounding box) and by using the bounding box vector which contains
[Xmins Y min, Width, height] we could detect its boundaries and the image is segmented and ready for feature extraction
stage Fig. 16 shows ID card numbers after segmentation.

Y oA Y Yo v tt\“'

Figure 16: Segmented ID card numbers

For each region which represents one number in the ID number, we get the feature vector and by using our classifier we
get the location of the nearest number to database, also we get minimum distance between the region feature vector and the
other feature vectors in database. According to this minimum Euclidean distance, we can take the right decision. Finally
we have a vector containing the 14 numbers of the National ID Number.

2) Words Function’s Algorithm: In these functions the training data set containing all forms of the Arabic language
graphemes. The proposed algorithm for segmentation and detection of Arabic words is starting to get the feature vectors
for each Arabic character from the database.Then three steps are applied to perform preprocessing: (1) Thresholding and
binarization; (2) Noise filtering; and (3) Math morphology (Dilation and Erosion).

Deskewing to fix the wrongly rotated words: to remove the undesired rotation in the image, rotate the image with many
angles, for each angle apply the horizontal projection profiles and find the highest peak, then choose rotation angle equal
to the angle which has the highest peak and rotate the image by it. Deskewing mechanism is showing good performance
with the fieldsthat have many words but showing bad performance with the single words, so for the fields of data that have
just one word like first name field, the deskewing mechanism is deactivated, but for sentences like address or last name,
it’s useful to activate this mechanism.
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Figure 17: The image after filling and deskewing

Figure 18: The image after erosion and deskewing

After the cut area is sent, words segmentation and separation is done by noticing the intra-spaces between words of the
sentence, by experiment the number of zeros (space) between words is determined to be 25 zero minimum. Sentence
image is vertically projected, by applying vertical projection on image, the vertical projection profile is defined as:

P (j) =X image(i, j), where p(j) is the vertical projection of the image for column j and the image(i, j) is the pixel value at
@i, J).

And by using this vertical projection, the spaces in the sentence can be located by applying a certain condition on the
length of these spaces, so the location of spaces between words in the sentence can be easily recognized, the regions of
words are detected and we got segmented words and the words are separated, see Fig.19.

o B & 2 2

Figure 19: The words after segmentation

Detecting baseline is one of the main majorities in the preprocessing stepof Arabic OCR system, as it can be used for both
skew normalization and segmenting the text into words or characters.

The baseline detection is very important in Arabic OCR, because it can be used to segment the Arabic text to characters
and make the text ready for the feature extraction stage. Also baseline has been used by most of the OCR systems.

The horizontal projection method is used by the OCR researchers to detect Arabic baseline, and it works well with the
printed text. This method detects the Arabic baseline by reducing the 2D of data to 1D based on the pixels of the text
image, and the longest peak after projection will define the baseline range, as illustrated in Fig.20.

L . .e .

Figure 20: Base line detection by horizontal projection

The horizontal projection profile is defined as: P(i)=); image(i, j),where p(i) is the horizontal projection of the image for
row i,and the image( i , j) is the pixel value at (i , j).

Determine the baseline: that depends on the iteration with angle to detect Arabic baseline with the horizontal projection,
the highest peak corresponding to our rotation angle is used to determine the baseline, and Fig.21 shows text after
detecting the baseline.
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Figure 21: Text after detecting the baseline

For fragmentation of words to characters, we apply vertical projection to the word to detect the beginning and ending of
each character in the word as shown in Fig.22.

Figure 22: Character Fragmentation
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The classification step starts with the feature vector of the unknown segmented character, by applying the proposed
classifier using the Euclidian distance between the unknown character feature vector and all training feature vectors.
According to the minimum distance we can know the nearest character and take the right decision.

3) Gender, Religion and Marital status Function’s Algorithm: To increase the system accuracy, we make a separate
function for the standard words in the national 1D card like gender, religion, and marital status.

Firstly, we get the feature vectors for these standard words as a data base.For religion (‘alus’, 4l s’ "Ruas’)” | For
marital status (wos! A ' g 5 e, Aa g e, Gllae’, Aillae’, e )) Al ) and For gender ()8 37),

Then for the unknown word which we want to know, we apply two steps to perform preprocessing,

Thresholding and binarization: In this step, the RGB image is converted to a 'gray' image, then to 'binary' one.Noise
filtering: we used the “median filter” as an example of a non-linear spatial filter to remove the salt &pepper noise from our
card.Then we apply the mathematical morphology (MM): which consists of two main basic operations; Dilation and
Erosion, we used the line (with 0 & 90 degrees) structuring element as there were more suitable for our dilation and
erosion operations.

For the decision step, we get the feature vector for the unknown segmented area, by using the proposed classifier we get
the minimum Euclidean distance between this feature vector and the feature vectors in the standard words database.
According to this minimum Euclidean distance, the right decision can be taken.

5 EXPERIMENTAL WORKANDRESULTS

This section presents the results obtained, and discusses the limitations and problems which affect the accuracy of the
system, and also discusses solutions for some of them.

The number of collected ID cards is 40, images are captured by a 5 megapixels camera which takes pictures with
resolution 72 ppi, they are ensured to be taken in random and different environments as the changes in brightness or source
of light or the homogeneity will affect the accuracy, the ideal situation of scanner solves this problem as it provides a
homogeneous, fixed distribution of light for all parts of the ID card, for the proposed system, sunny environment provides
this homogeneous distribution then it's chosen to be the default environment for the design, and as we'll see in the
following sections that the change of environment is a reason of some bad accuracy, the 40 ID cards are divided into 10 1D
cards for training phase and 30 ID cards for testing phase, Table Il shows the accuracy of the system for the testing phase
before doing corrections.

TABLE Il
SYSTEM ACCURACY BEFORE CORRECTION

System Accuracy
Phase Total Correct
Number Number Percentage
Segmentation 374 360 96.26%
Numbers 1249 1246 99.76%
Words 726 675 92.97%

The average time of run for a single card reaches 16 seconds, and the maximum time of run fora single card is 22 seconds.
The following sections will discuss some reasons that results in errors at segmentation and words recognition phases, and
then will suggest some solutions to increase system’s accuracy.

A. Problems of Segmentation Phase

Segmentation phase is the process of cutting out the important information from the ID card after finishing the
preprocessing phase.In case of ID card the locations of data are almost fixed so it can be defined easily if segmented
information is the first name, last name ... etc., but in some ID cards there are some unusual situations causing errors in
segmentation process. The following subsections will illustrate some of these problems noticed from our experimental
testing.

1) Wrong locations of information problem:As previously illustrated, the location of information is almost fixed in
different ID cards, so every segmented information can be definedfrom its location. But as displayed in Fig.23, the
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information in the back of ID card in figure (b) is shifted obviously up than any other normal ID card and we can notice
that by comparing the location of information in both cards.

This problemmakes the system detects the job address field in ID card in Fig. (b) in the field of job and the religion in the
field of job address, and can't define the job, marital status and husband name information as shown in Fig.23-c.

(a)
Job:
Job address : elas
Gender : s
Religion : not found
Marital state : not found
Husband name : not found

(c)
Figure 23: Results of wrong locations of information

Another problem of wrong located information, cards which don't have expiry date information field for married females,
husband name is shifted down and the system segments it as expiry date which causes an error of segmentation .Fig. 24

(a)shows an ID card with normal husband name location but Fig. (b). Shows a wrong location of husband name in other
card.

(@ (b)

Figure 24: Wrong husband name location

2) Dilation Process problem : Dilation process is used to fill the spaces between the words, so the locations of text can
be defined and then the system can define the type of this information, but in some cases, some information fields could be
under dilated or over dilated, under dilation problem would cause partially successful segmentation, and over dilation

problem is linking an unnecessary information to a necessary one, so system will be unable to detect the necessary
information and considers it missing information.

3) Noisy Information problem: If there is noisy information in the ID card caused by an error in preprocessing or
resulted from under dilated information as previously illustrated, this noisy information is detected as necessary
information which causes missing of the needed information.

As illustrated in Table 111, for about 374scanned cardsto be segmented, the system successfully segmented 360 fields of
information and failed in 14, Table 111 shows the error rate of each problem previously illustrated.
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TABLE Il
ERROR RATE OF SEGMENTATION PHASE PROBLEM

Wrong locations problem | Dilation process problem Noisy information Other

Error Rate 10 2 1 1

B. Problems of Words Recognition Phase

Words recognition process is the process of recognizing characters in an image and translating them into computer textual
format by applying the recognition mechanism on the image,various errors happen in the experimental work, the following
subsections discuss some common errors noticed in testing phase.

1) Baseline Detection problem: The first step of baseline detection process is getting the horizontal projection of word
image, then defining the row that has maximum value in the projection then defining a range of rows around the row of the
maximum value, but in some testing words, this range is not enough to detect the base line accurately, and this happens
because of different size of words in the same field for different ID cards or because of theskewing of the image was not
fixed at the deskewing process. Failing in detecting the baseline accurately would cause failing in characters segmentation

as the characters get linked together as shown in Fig.25, this is a wrong recognized word due to wrong detection of
baseline.

Figure 25: Baseline detection problem

Another reason of linking characters is the Arabic character '¢ ' when it appearsas the first character of the word, in some
cases it sticks with the following character because of the very small space between them as can be seen in Fig. 26 , so the
baseline detection process can't separate them accurately.

i ;.L‘“ \ o~

Figure 26: Stuck characters problem

2) Over and Under Segmentation problem: In character segmentation process, when words have different sizes than
the default size in a certain field, this leads to wrong segmentation for some characters like the Arabic character ‘o' for
example, over-segmentation is when single character is segmented to more than one segment, and under-segmentation is
when more than one character are considered as one character, Fig.27illustrates the two cases.

Under-segmetation Over-segmentation

Figure 27: Over and under segmentation
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3) Over Erosion: As previously mentioned that for the same field of information e.g. job field the words could differ in
size for different 1D cards, and as the erosion process is fixed for all words in the same field, over-erosion could happen to
the smaller size words, it results in errors in the recognition process, one of the common problems caused by over-erosion
is errors occurred in the word which has the Arabic character 's/hamza’, over-erosion is affecting this character as the
eroded 'hamza' is recognized by the system to be a dot. Such problem represents a word has over eroded 'hamza', the
system recognized it as another Arabic character “/noon' in the recognition process. Fig.28 shows an over erosion

example.
(- lea

Figure 28: Over erosion example

4) Environment Effect on the System Accuracy: It's mentioned before that taking pictures for the 1D cards in different
environment’s conditions affects the system accuracy, as the image of the ID card in a certain environment could be
clearer than another image for the same ID card in different environment, and it should be considered that the testing 1D
cards' pictures are taken in different environments to test the capability of the system to deal with different circumstances,
and it's shown that the more clearer picture with homogeneous light distribution the more accuracy is obtained. Fig.29
shows the response of the system to two pictures for the same ID card but in different environmental conditions.

First Name : e First Name : -

Last name - S e Last name e i Qpim

Address : Address : e i gl U 53

Region : FTRUBPE N Region Sgonll - gy M e
Birth date : 1991/04/23 Birth date 1991/04/23

Job s Job ——
Figure 29: Same ID card in two environmental conditions

C. Suggested Correction

As we represented the problem of wrong location of husband name information in most of ID cards of females which don't
have expiry date information field, a correction for this problem is suggested that depends on linking the information fields
with each other, by taking the advantage that the functions of gender, religion and marital status are perfectly recognized in
all tested ID cards because they are depending on correlation method of recognition. So if the system detected that the ID
card is for a married female, so the husband name should be found, and if it's not found the system checks the output of
expiry date field recognition function, if the output is not logical enough, the system refuses this output and sends the
information of expiry date field to the function of husband name recognition. Fig.30 shows the output of an ID card that
has this problem before and after the correction.
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oo
om0 G
s ) n/p
Gender : o Gender : e
Religion : i Religion : il
Marital state : Ry Jin Marital state : Ly
Husband name : not found Husband name : e o o gy e
Release date : 2004112 Release date : 200412
Expiry date : o/est/ Expiry date : not found

Before correction After correction

Figure 30: Correction effect

This algorithm solved 4 errors of the 14 errors in the segmentation phase, and to ease following-up the algorithm, we'll
write it in steps.Run the functions of gender and marital status recognition.If the card is for married female, check the
husband name.If there is no information in husband name field, run the function of expiry date recognition.

If the output of expiry date function is not logical enough, refuse this output and send the information in expiry date field
to the function of husband name recognition.If the output is logical, accept this output as expiry date and inform that you
didn't find husband name.

D. Final results

The correction enhances the accuracy of segmentation phase as it solves most of the wrong location cases of husband
name, the final results of testing 30 ID cards is shown in Table 1V.

TABLE IV
SYSTEM ACCURACY AFTER CORRECTION

System accuracy (after correction)
Phase
Total Correct Percentage
number number
Segmentation 374 364 97.33%
Numbers 1249 1246 99.76%
Words 743 688 92.60%

6 CONCLUSIONS AND FUTURE WORK

To summarize, the proposed Arabic OCR system is used to extract data from the image of Egyptian ID cards and then
recognize these data and translate it into computer textual format. This system could be used in creating database for a lot
of ID cards easily and fast or in verification between data of 1D card and previously saved database. The evaluation of the
presented system is excellent in data segmentation and number recognition and very good in recognizing characters due to
the challenges facing the system in this phase.

As was discussed before, the proposed system is very helpful for business checking and saving personal ID’s information.
Also, it saves valuable time needed to type these data manually and also gives a very good recognition accuracy, which
makes the system reliable enough to be applicable in governmental authorities or even companies. There are many
applications that could need to use this system, like election system, Wallet services, Banking card, security services ...etc.

The proposed system solution could be enhanced in several ways, the first way is to make better design for the process of
taking shots by camera to provide the system with fixed source of light and with fixed intensity in any environment, or
using a scanner provided by motor to satisfy fast processes, this way of development will end most of the common
problems facing our system which is changing source of light and intensity of light on all parts of the ID card.
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The second way is to test new methods of character segmentation with or even without our method which is depending on
baseline detection, like using HMM in character segmentation or any other methods in order to achieve higher accuracies
of character recognition.

The third way of development is to develop the system to be used for other purposes and be more generalized in the field
of recognizing documents which have fixed locations of information like ID cards, license cards and passports, which will
make the system suitable for a lot of governmental institutions and authorities.

The fourth way of development is to make the system deal with any printed documents with non-fixed information
locations and different font sizes and types like business cards and OCR systems for books and papers, and the difficulty
of this development is the existence of many font types which should be considered in the training phase, so the training
phase will be very complex, then as an extra development, making android application that allows the businessman to take
shots with his mobile camera for any business card, and the system extracts data and saves data in the database in the
mobile and when the mobile connects with the personal computer of the businessman, he can export and import data to
and from the database.

Finally the fifth way of development is to develop the system to deal with handwritten documents, and this development
needs a huge training set to train the system to recognize handwritten sentences, and this system could be used with forms
in any business company or governmental authority.
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Abstract— This paper provokes the area of the automated assessment of free constructed responses. The paper takes interest in
investigating the different techniques and approaches used in automatic scoring systems thus trying to judge them according to
their points of weakness and strength. It also discusses the most prominent automated marking systems based on these
techniques and approaches. In addition, an ongoing research that seeks to design an automatic scoring system of Arabic short
answers is highlighted.

1 INTRODUCTION

Many academics consider the assessment process an important aspect of the learning process. Assessment through
quizzes or exams is considered an essential part of the learning process and is considered by the examiners and teachers
as an integral part of examining the learner's knowledge. A good assessment is the only way to test the learner's
knowledge.

For this reason, Computer Assisted Assessment (CAA) systems were developed to support the assessment process
through objective testing, such as multiple choice questions and fill-in-the-blank exercises. One of the first applications
of computers in testing is the IBM model 805. It was used in the United States in 1935 for scoring objective test items.
The idea was to reduce the costly procedures of scoring multiple-choice tests since the computerized scoring of the tests
was thought to produce more reliable results in comparison to the previous hand-scored ones[1].

However, evaluating the learners’ learning progress in this way is not enough to measure higher cognitive skills and
limits the feedback that can be provided to the learners. Therefore, many academics insist on open- ended questions that
require the learner to write free constructed responses. These types of questions require candidates to write one or more
sentences or even one or more paragraphs.

These questions are highly regarded and integral part of the examinations and are also extensively used by teachers. A
system that could partly or wholly automate valid marking of free text answers would therefore be valuable.

Advances in computational linguistics and the increasing penetration of computers in schools, in addition to
the urgent need for including questions requiring a learners to state, suggest, describe or explain or elaborate
their knowledge about a certain subject were the main reasons leading many educational institutions to start
funding researches that helps including such questions in the automated examination thus leading the path to
automated assessment of such questions.

Burstein, Wolff et al. (1999) state that there is a remarkable movement in the educational field to augment
the conventional multiple-choice items with free-response items. The reason behind this movement is the
large volume of tests administered yearly where hand-scoring of these tests with these types of items is costly
and time-consuming for practical testing programs [2].

The large number of students and the educational need to make more exams puts such a heavy burden on
academics to assess their learners (i.e. score their students answers). Therefore many institutes are currently
working on natural language understanding systems which could be used for computer-assisted scoring of
free constructed responses.

First experiments on automatic scoring consisted of question types of multiple choice, true or false with a clear absence
of open —ended items from the examinations. Authors relate this absence to what they referred to as the "unsuitable"
nature of open —ended question types for machine marking. In other words, marking using automated systems faces
difficulty of coping with the myriad ways in which credit-worthy answers may be expressed [3].

Successful automatic marking of free text answers would seem to presuppose an advanced level of performance in
automated natural language understanding. However, recent advances in natural language processing techniques have
opened up the possibility of being able to automate the marking of free text responses typed into computer without
having to create systems that fully understand the answers.

Research on the assessment of free constructed responses includes two areas of computer assisted assessment. One of
them is the grading of essays, which is done mainly by checking the style, grammaticality, and coherence of the essay.
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The other is the assessment of short student answers which are designed for short factual answers where the line between
right and wrong is clear. In such a case, an automatic short answer grading system provides scoring based on content
rather than style through comparing a student answer to one or more correct answers[4][5].
Valenti, S., F. Neri, et al. (2003), concludes the difficulties of grading essays in what was called the perceived
subjectivity of the grading process. Many researchers claim that the subjective nature of essay assessment is perceived by
students as a great source of unfairness due to the variation in grades awarded by different human assessors. Furthermore
essay grading is a time consuming and quite costly activity as it requires one or more human judges. They suggest that
this issue can be handled by adopting assessment systems that will automatically grade essays where such a system
would at least be consistent in the way it scores essays. In addition to enormous cost and time savings that could be
achieved when the system grades essays with a level of agreement in scoring to those scores awarded by human assessor
[6].
Many academics suggest that the automatic scoring of open- ended questions with free-responses removes the burden of
scoring (especially in large student numbers) in addition to removing bias and fatigue unfairness marking. Siddigi and
Harrison (2008) summarizes the benefits of fully automated scoring of free- responses by saying;
"Key benefits of automating free-text marking include time and cost savings, and the reduction in (ideally, the
elimination of) errors and unfairness due to bias, fatigue (on the part of the human marker) or lack of
consistency."[5]

The discussion elaborated in this section tried to cover the reasons behind using automatic scoring systems of
free-constructed responses. The remainder of this paper will focus on answering the question of how to build
these automatic scoring systems. As previously mentioned, the advance in the Natural Language Processing
(NLP) technologies accelerated the development of automatic scoring systems for assessing free-text
responses. In fact, there are more than 20 CAA systems relying on different techniques and applied to several
domains. These different technologies and approaches are the main focus of this paper where the most
prominent and successful of them will be discussed in details in section 2. Examples of the systems relying
on those technologies will be discussed in Section 3. As for section 4, a light is shed on an ongoing research
that aims at building a system for assessing Arabic short answers. The last section, section 5, will include the
conclusion and points of further research.

2  APPROACHES AND TECHNOLOGIES

Advances in the computational linguistics field and the Natural Language Processing (NLP) technologies, in
addition to the urgent need for including open-ended questions requiring learners to write free-constructed
response led many educational institutions to support the use of automated assessment of free text answers.

Literature reports many successful attempts to reach fully automated scoring systems. Those systems differ
in the techniques and the scoring approaches used. In this section, the most prominent techniques and
approaches are discussed giving much attention on the advantages and drawbacks of using these approaches.

Many Linguists debate on the right classification of these techniques and approaches. Some made their distinction based
on whether this technique or approach tries to classify the text or tries to understand the text. Others made their
classification according to the method of evaluation whether it's based on style or based on content or both [7].

In this paper, classification of techniques and approaches is according to the level of NLP required. Therefore, two
categories are distinguished namely shallow natural language processing and full natural language processing.

A. Shallow Natural Language Processing

This category is characterized by using statistical techniques for the lexical level. It includes all systems that rely on
statistical analysis of one or more features of the text. They don't involve complex NLP techniques where the pre-
processing of the text includes only a tokenization and part of speech tagging phase. All the systems using the shallow
natural language processing involve a training phase in which the parameters of evaluation are identified [7].

The following are some of the techniques that can be considered as subcategories of the shallow natural language
processing.

1) Keyword Analysis: It is a simple technique that looks for coincident keywords between the student's answer and
the reference or model answer. One of the common models used is the Vector Space Model (VSM) and the N-gram
analysis.

The VSM is originally used in text categorization and information retrieval where texts are represented as vectors in a
hyperspace and dimensions correspond to words. A frequency with which a word appears in a certain document is
replaced by weights, such as tf _ idf. The VSM compared documents by calculating the cosine of the angle of their
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associated vectors. A lower cosine angle means a higher similarity with the reference answer and, therefore, a higher
score. The VSM is used as an additional module in E-rater which will be discussed later.

The N-gram analysis is used to substitute the single keyword analysis, where sequences of N consecutive words are
compared between the reference answer and the student’s answer. This is the approach used in Willow system.
Research consider this approach to be limited and the reports refer to a drawback of using this approach as it fails in
extracting a representation of the meaning of the student answer thus cannot deal with synonyms and polysemous
terms[7].

2) Latent Semantic Analysis (LSA): It is a complex statistical technique that can be considered as an extension of
the Vector Space Model discussed earlier. It is originally developed for indexing documents and information retrieval.
However, it is then used in automated essay grading to measure similarity between the student and the reference
answer by finding the hidden semantic relationships between words [7].

LSA has an underlying assumption that every document has an underlying semantic structure represented by its words,
and this structure can be captured in a matrix.[8][9].
In the LSA based approach, a text is represented as a matrix with each row in the matrix representing a unique word
and each column representing context. The frequency of the word is represented in each cell. The relevance of each
word in the passage is then measured thus transforming frequencies into weights. This is done using tf _ idf or the x2
function where words that are equally common in every context are given low weights while high weights are given to
words that are very representative of particular context[7][9].
The LSA then uses Singular Value Decomposition (SVD) method to reduce the dimensions or vectors of the matrix.
Authors consider this reduction as the heart of the LSA approach because it allows the representation of the meaning
and induces semantic similarities between words [10].
This reduction is critical due to its important role in representing the meaning of word through the context in which
they occur. It is also crucial considering the number of dimensions it works on reducing where if the number is too
small, too much of the information will be lost. Also, if the number is too big, limited or not enough dependencies will
be drawn between vectors [9]. According to Lemaire and Dessus (2001),

"A size of 100 to 300 gives the best results in the domain of language " [10].
Research on the LSA technique describes it as a powerful method which seems to have high correlation with human
graders. The reason behind this is that it can find semantic similarities between words even if they exist in different
contexts and it can also find semantic similarity of documents even if they share no words. In addition, the semantic
information is derived only from the co-occurrence of words in a large corpus of texts where it makes no use of
human-constructed parsers, taggers, dictionaries, semantic networks, or other tools and also there is no need to code
semantic knowledge by means of a semantic network or logic formulas[10][8].
Although LSA is quite robust, it cannot judge most matters of spelling and grammar as it measures only semantic
similarity while syntax and morphology are completely ignored. However, some studies don't consider this issue as a
drawback of the technique as they assume that human graders give much weight to content rather than style or
mechanics [8].
However, a couple of disadvantages are reported. First is that the process of SVD is computationally expensive
especially when decomposing a large matrix (e.g. a matrix generated from a corpus containing several million words)
and can take hours or even days of computer time. Secondly, determining the number of dimensions by which to
reduce the scaling matrix is such a difficult task. This is due the crucial factor considering the number of dimensions
explained earlier as they mustn't be too little or too big [8].
The Apex Assessor is under pinned by LSA and will be discussed in details in section 3.

3) Analysis of surface linguistic feature: It is a statistically based approach that depends on detecting a list of surface
features of the text and measures them. These surface features include both linguistic and non linguistic characteristics.
The total number of words per essay (essay length), sentence length, and word length are examples of the nonlinguistic
characteristics, while the total number of grammatical errors, the types of grammatical errors, or the kinds of
grammatical constructions (e.g., passive or active) that appear in the text are examples of the linguistic characteristics
[11].

After detecting the features, the text goes through a training phase that works on each feature in this list to discover
their relative importance thus giving each feature the appropriate weight. Finally the scoring phase or the "Calibration
phase" adjusts the weights to the optimal values [7].

Using the approach of surface feature analysis in automatic scoring system has an advantage of being cost effective.
This is due to the fact that this procedure does not need any rubric or model answer to be prepared. Therefore, the
preparation cost is minimal, and the scoring procedure itself is fairly rapid.

However, reports refer to some notable problems. First, such an approach of depending solely on surface features,
having for example the length of the essay to be the most contributing factor of scoring, might be considered as a weak
scoring criteria and might also cause unfairness marking specially when it comes to scoring short but to-the-point
essays. Second, authors assume that this scoring criteria could be easily deceived or discovered by the learners as it is
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very transparent and simple. They say that a student can deceive the system by writing a very long essay with non
sense words and according to this approach he/she will receive a very high score.

Therefore, authors suggest that scoring systems based on surface characteristics could be used in conjunction with
human scoring of essays as a “second rater". They further empathize that this approach is not used alone however it
can be used in conjunction with other more complex manual or automated procedures or solving the problem through
augmenting a more complex content-based analysis[11]. This is the case with the Project Essay Grader (PEG) that will
be discussed in the following section and which is based partly on this analysis, along with using some additional NLP
tools, such as a grammar checker, a POS tagger and a parser.

4) Text Categorization Technique: In this approach, the automatic scoring of free text answers is considered a
classification task. In other words, instead of giving a numerical score, the classification is done using a discrete set of
classes. Pérez-Marin, Pascual-Nieto et al. (2009) explains the procedure of this technique as follows

"The common practice is to have a set of predefined categories, such as good and bad, or a scale with N
points indicating the degree of correctness. The purpose is to classify each student’s answer in one of those
categories.” [7]

The Bayesian Essay Test Scoring sYstem (BETSY) is one of the automatic scoring systems based on the Text
Categorization technique that will be discussed in section 3.

5) Information Extraction (IE): This approach depends on acquiring structured information from the free text. In other
words, it identifies entities in the text and finds the relations between them. As the case for all shallow NLP techniques,
the IE approach does not need a deep parsing of the text. This can be considered as an advantage of employing this
approach in automatic scoring systems because it makes the approach easy to implement.

One of the common techniques used for the IE approach is the Pattern-matching technique. This technique is used to
evaluate student's answers by breaking the text answer into concepts linked by relations binding these concepts
represented in templates. These templates are then compared to their peer human-expert model templates to produce
the final score [7]. The Automark, Automated Text Marker (ATM) and Schema Extract Analyse and Report (SEAR)
are examples of the automatic scoring systems based on this approach. The Automark will be discussed as an example
of using the IE approach in section 3.

6) Clustering: In this approach, the answers are used to form clusters. The clusters are formed by grouping the
answers that share similar word patterns. The Intelligent Essay Marking System (IEMS), discussed in the following
section, uses the clustering algorithm called Indextron to automatically assess the free-text students’ answers [7].

B. Full Natural Language Processing

This category involves using complex natural language processing techniques that works on different linguistic level
including lexical, syntax, semantics and/ or discourse processing levels. In this category several NLP tools are applied to
achieve the goal of auto-marking of free-constructed responses [7].

A syntactic analyser is one of the NLP tools used to identify constituents of the input free-text and the syntactic
dependencies between them. As for semantic analysis, it involves diagramming a sentence to a type of meaning
representation to identify the role that constituents perform in the actions or states reported in the text (e.g. patient, agent,
location and so on). Whereas discourse analysis focuses on how context impacts sentence interpretation and information
extraction locates specific pieces of data from a natural language document [7][9].

Research shows that employing the full natural language processing techniques in assessing the student's answer is
expected to improve the performance of the scoring systems and out performs the other shallow natural processing
techniques. It also obtains a discourse and semantic analysis that helps in effectively assessing the student’s answer.
However, using this deep and complex NLP techniques is hard to accomplish and the system performance is very
dependent on the quality of the NLP tools. In addition, it is very difficult to port across languages [7].

One of the current systems underpinned by these techniques is the C-rater system (will be discussed in Section 3)

The MultiNet Working Bench (MRW) system uses a different approach that also falls under the full natural language
processing category. It works by comparing semantic networks representing the answer of the student with the model
semantic network of the human expert.

Concluding this section, we can finally say that there are several techniques used in order to automatically assess free-
constructed students answers. Each technique or approach has its own points of strength and weakness. It depends on the
goal of assessment and the available resources in order to choose the technique to be used. Several techniques can
possibly be combined in order to take advantage of all of them and achieve a higher level of performance.
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3 RELATED WORK

As mentioned earlier there are several systems that seek automatic scoring of free-constructed responses. Those systems
vary according to the relying technique used in the scoring process. In the earlier section we discussed the different
techniques used in the scoring process and examples were given one or more systems underpinned by those techniques.
In this section, those systems are discussed in details.

A. E- Rater

The electronic essay rater (E-rater) is a software application designed by Jill Burstein and a team of researchers of the
Educational Testing Service (ETS) to evaluate the quality of an essay[9][12]. Pérez-Marin, Pascual-Nieto et al. ( 2009) as
follows;
"a writing analysis tool that automatically evaluates, and scores essays written in English "[7]

E-Rater was developed in the mid 1990's to produce holistic scores evaluating essay based on features of effective
writing such as organization, sentence structure and content [8]. In the holistic scoring approach, scores are given based
on the total impression of the essay taking into account all aspects of writing as specified in the scoring guide [13].
E-rater uses NLP tools to extract linguistic features of discourse structure, syntactic structure and vocabulary usage
(domain analysis). These features are used to identify specific lexical & syntactical cues that are used in analysing the
data [6][9].
E-rater adopts a corpus based approach in model building thus training its engine with a set of human graded essays
based on unedited text corpora representing the specific genre of first-draft essay writing [6][13].
E-rater searches the essay to be graded for features reflecting the writing skills of the student. Therefore, E-rater
architecture design consists of three independent modules for feature recognition. In other words, these modules identify
features that may be used as a scoring guide criteria for syntactic variety, the organization of ideas and the vocabulary
usage through the essay. These modules are syntactic module, discourse module, topic analysis module. These modules
provide outputs for additional two modules namely model building and scoring module [13].
In the Syntactic module, the text is processed using a part of speech tagger and syntactic chunker [13]. Then E-rater uses
NLP tools to capture syntactic variation in the essay. Dikli (2006) describes those variations as follows

"In order to capture syntactic variety in an essay, ““a parser identifies syntactic structures, such as subjunctive

auxiliary verbs and a variety of clausal structures, such as complement, infinitive, and subordinate clauses"[9]
The discourse module then uses a conceptual framework of conjunctive relations including cue words, terms and the
output syntactic structures from the previous modules to identify discourse-based relations and organization of essay [9].
In the Topic analysis module, the essay is evaluated for vocabulary usage and topical content using vocabulary content
Analysis and Vector Space Model(VSM) technique explained in Section 2.This technique assesses the essay's content in
terms of similarity with pre-scored essays[9][12].

The Graduate Management Admission Test (GMAT) is one of the computer based delivery tests that adapts the holistic
essay scoring approach. Therefore, Educational Testing Service (ETS) was encouraged to implement e-rater for
operational scoring of the GMAT Analytical writing Assessment (GMAT AWA ) in 1999. Since then, over 750,000
GMAT essays have been scored, with e-rater and reader agreement rates consistently above 97% [13].

B. Apex Assessor

Apex assessor is an interactive learning environment created in the year 2000 by Dessus, Lemaire and Vernier in the
Laboratorie des Sciences de L’E ducation in the Universite” Pierre-Mende’s in France[7][8].
It is a web based application originally developed to assess essay written in French language using Latent Semantic
Analysis technique discussed earlier. The assessment is based on content rather than style, therefore LSA was
implemented to compare the essay to be graded to the text of a given topic on semantic basis.
According to Apex's authors, the student is engaged in an iterative improvement process where the student has the
chance of re-writing his/her essay more than once after receiving feedback. Lemaire and Dessus (2001) elaborates this
idea as follows;
"The environment is designed so that the student can select a topic, write an essay on that topic, get various
assessments, then rewrite the text, submit it again, etc.” [10]
The Apex assessor uses the LSA technique to provide three types of assessment on the student's essay namely, content
based assessment, outline assessment and coherence assessment. The system compares the students LSA representation
to the LSA representation of the text on the topic thus measuring the semantic similarity between the two representations
and identifying how well the notions of the student's text answer is semantically similar to each notion of the selected
topic. A student has the chance to modify his/her text after reading any of these three evaluation texts and resubmits his
text[10].
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To system was tested against 31 essays of a graduate course on sociology of education. Comparing the results to the
teachers’ grade, the Apex results showed 59% correlation with p,0.001 [7]. Other reports on the Apex's performance state
that it has good correlation with human scores for content (r = 0.64) and overall essay quality (r = 0.59) [8].

Reports recommend this approach in a distance learning context since it is a web based application that enables students
to connect to the system and freely submit essays. In addition, the system evaluates the essays as many times as required
by the students without the need for the teacher to code any domain knowledge. On the other hand, Apex evaluation of
content has some reported limitations. One of them concerning very short student texts (i.e. cases where the student
writes just a few words) that some graders might want to score it with very low scores. However, some reports states that
the Apex content-based assessment could yield a high score. Another problem concerning the core of the LSA technique
underpinned in the system. As explained earlier, LSA neglects the syntax of the text therefore the Apex system has no
way of detecting when a sentence has syntactic errors or when some common words are missing [10].

C. Project Essay Grade

Ellis Page developed Project Essay Grade (PEG) in the year between 1965 and 1966 in the University of Duke in USA. It
is reported in literature as the first serious attempt at scoring essays by computer [7][8].

Page claims that his system does not intend to “understand” the content of the responses. He and other assisted
developers of the system further argue that understanding the content is very difficult, impractical, and moreover it is
considered an unnecessary goal, especially with large-scale assessments [12]. Therefore, he used a statistical approach of
surface linguistic analysis explained earlier that focuses on the style of the essay. Thus, an essay is graded on the basis of
writing quality, taking no account of content [6].

The approach used for PEG is based on the concept of "proxes"” and "trins" in generating the score of an essay. The term
"trins" is used to refer to the intrinsic variables such as fluency (such as: counts of prepositions, relative pronouns and
other parts of speech), diction (such as: variation in word length), grammar, punctuation, etc. On the other hand, "Proxes"
represents the number of words in the essay (essay length) [6][9].

The system contains two stages; a training stage and a scoring stage. In the training stage, Proxes are calculated from a
set of training essays. In the scoring stage, proxy variables are determined for each essay and then transformed and used
besides the given human grades for the training essay in a standard multiple regression to calculate the regression
coefficients (weights) [6][9]. Page introduced 28 different proxes such as the title, the average sentence length, the
number of paragraphs, the punctuation and the number of prepositions in the first version of the PEG system in 1966[7].
Reports of later implementation of the PEG system state that in 1990 it used grammar parser and a POS tagger to
improve the proxes discovery. A later enhancement of the system in 2002 reports that the system currently includes
content, organization, style, mechanics and creativity assessment.

Research on PEG suggests that it is suitable for most types of essays, achieving 87% correlation between its scores and
human ones [7]. However, in addition to the drawbacks of the surface analysis technique discussed in section 2, another
criticism to the PEG system is that it needs to be trained for each essay set used & it further needs a relatively large
training data ranges from 100 to 400 sample essays [9].

D. Bayesian Essay Test Scoring sYstem

Rundner and Liang developed the Bayesian Essay Test Scoring sYstem (BETSY) at the college Park of the university of
Maryland. The development phase was between the year 2001 and 2003 with the funds from the U.S. department of
Education [7].

The system is designed to classify text based on trained material. According to its authors, the system's goal is to classify
an essay using a four point nominal scale (e.g. extensive, essential, partial, unsatisfactory). This classification is done
using text categorization techniques that utilizes a large set of features taking into account both content and style[6].

In order to learn how to classify new documents, BETSY goes through a number of steps in the training phase. It train
words, eliminate uncommon words, determine stop words, evaluate database statistics, train word pairs. It sometimes
score the training set and trim misclassified training texts. After the training, BETSY can be applied to a set of trial texts
to determine classification accuracy [9].

The system was used to assess Biology items for the Maryland High School and it achieved about 75- 80 % accuracy.
Furthermore, Rudner and Liang say that their system could be applied to any text classification task [7]. Despite the large
training data needed to train the BETSY, it is claimed that it includes the best features of PEG and e-rater along with its
own essential characteristics. It is an open source system that is simple to implement and easy to explain to non-
statisticians. In addition, the system proved to be effective dealing with short essays and various content areas [9].
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E. Automark

Automark is a software system that aims at automatic computerized marking of free text answer to open-ended questions.
The system has been under development for almost three years. It was first created as an academic work by Mitchell,
Russell, Broomhead and Aldridge from the University of Liverpool and Brunel University in UK in 1999. The
development continued for 3 years till 2002 when they founded their own company namely Intelligent Assessment
Technologies. It was only then when the system was employed in a commercial e-learning product called "Exam online"
and was available for registered users only[6][7].

The system was designed to assess student essays based on both the style and content of the essay thus indicating
whether it's acceptable or not according to criteria specified by the teacher [7].

Automark adopts IE techniques in addition to some NLP techniques to accomplish its assessment goal. The system aims
at performing an intelligent search in the student's free text response according to predefined computerized mark scheme
templates. These mark scheme templates are represented in the form of syntactic-semantic templates. This way of
performance resembles the way of humans when marking free-text responses. In order to resembling human markers, the
system incorporates a number of processing modules that attempts to identify the student's understanding expressed in
his/her free-text response thus ignoring some mistakes. These mistakes include misspelling, typing errors, some syntax
and semantic mistakes [14].

The Automark system was used at a number of higher education establishments. One of those was an online java test for
first year engineering student at the Brunel University. It has also been tested on National Curriculum Assessment of
Science for eleven years old pupils. Valenti, Neri et al. (2003) describes the testing environment and the performance of
the Automark as follows

"Automark has been tested on National Curriculum Assessment of Science for eleven years old pupils. The

form of response was: single word generation, single value generation, generation of a short explanatory

sentence, description of a pattern in data. The correlation achieved ranged between 93% and 96%."[6]

F. Intelligent essay marking system(IEMS)

The IEMS is a an automatic essay grading system developed in 2000 by Ming, Mikhailov and Kuan at the NGEE ANN
Polytechnic in Singapore. The system is based on clustering algorithm called Indextron which performs pattern matching
based on Pattern Indexing Neural Network [7]. The system aims on providing both summative and formative assessment
therefore, it can be used both as an assessment tools and for diagnostic and tutoring purposes in many content-based
subjects. The essay grading is based on qualitative type of questions rather than numerical type[6].

Research recommend that IEMS is embedded in an intelligent tutoring system as it grades answers rapidly and provides
students with immediate feedback quickly. In addition, the feedback given to students tends to be precise whereby
students can learn where and why they had done well or not made the grade [6].

The system was tested as an experiment of evaluating students' answers summarizes an 800-word passage entitled ‘Crime
in Cyberspace’ in the fulfillment of the Project Report Writing module. The experiment involved 85 students of third-
year Mechanical Engineering. They were asked to write a summary of not more than 180 words about the text. The
results of the IEMS were promising as it obtained a correlation of 0.8 with the teacher’s scores [6][7].

G. C-rater

C-rater is an automatic scoring system developed by the American Educational Testing Service (ETS) organization. It is
used to assess short free-text student answers related to content based questions such as those such as those that may
appear in a textbook’s chapter review section. These types of question requires answers that range in length from a few
words to approximately 100 words [15].
The system's goal is to automatically score short student answer thus measuring the student's understanding of certain
concepts without considering his/her writing skills (i.e. it focuses on meaning thus tolerating form errors). Valenti, Neri
et al. (2003) explains this by saying
"C-rater is aimed to score a response as being either correct or incorrect. This goal is achieved by evaluating
whether a response contains information related to specific domain concepts; if the response expresses these
concepts it is rated as correct, otherwise it is rated as incorrect without any regard to writing skills." [6]
To achieve this goal, C-rater exposes the text answer to deep natural language processing using a set of NLP tools. These
tools extract the linguistic features from both the model answer and student answer. The C-rater recognizer task here is to
recognize a correct response with all it's possible variation forms. Whether these variations are syntactic or semantic (i.e.
using synonyms or similar terms or the variations are due to misspelling or different inflections of a word or due to the
use of pronouns in place of nouns).
Therefore, C-rater engine applies a sequence of natural language processing steps on the text answer. These steps include:
« Correcting spelling mistakes and typing errors.
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« Determining grammatical structure of each sentence.
« Resolving pronoun reference and analyzing paraphrases.[16]

C-rater is very reputational for high scoring accuracy of short answers. Authors relate this high level of accuracy to its
underlying full natural language processing approach described earlier in section 2. C-rater was used in formative low
stakes tests on both small scale and large scale. In both cases C-rater managed to achieve a high level of agreement with
human raters. Reports show that C-rater achieved over 80% agreement with the instructor when utilizing the system in a
small-scale study with a university virtual learning program. It was also used in a large-scale assessment to score 170,000
short-answer responses to 19 reading comprehension and five algebra questions, the result was 85% accuracy [7].

Despite this high level of scoring accuracy and agreement with human raters, C-rater has some drawbacks. One of the
most prominent drawbacks is the need for a large number of scored responses in order to build the system's model.
Reports states that this number might exceed a 100 scored responses where in some cases as 200 was found to be
insufficient. In addition, the fact that C-rater scores questions according to a set of finite concepts is might be considered
a limitation. This is due to the extensive manual effort required to build models and therefore, experiments are done to
introduce interactive machine learning techniques in the process of Model building. Another limitation is that C-rater
fails to score open-ended questions asking for opinions or a student's own experience.”

4  ARABIC AUTOMATIC SCORING SYSTEM

This section sheds some light on an ongoing research that aims at building a system for automatically assessing student's
short responses to academic questions in Arabic language. It is considered a pioneer study since most of the work on
automatic assessment for free-constructed responses is designed for English language, with few studies on other
languages not including Arabic.
The significance of the study is that working on Arabic will enrich Arabic Natural Language Processing (NLP) resources
and tools which will positively affect Arabic NLP. In addition, using Arabic automatic scoring system will benefit Arabic
E-learning systems.
The study aims at developing a scoring system that assesses Arabic short answers to academic questions trying to
overcome difficulties faced by other grading systems. The system built uses questions that require candidates to write one
or two sentences at the most. Therefore, the primary step to collect the study data is to construct a kind of exam to which
participants can respond, and the pool of their responses is used to construct the corpus of data required for the purpose
of this research.
The rationale used in the construction of the study tool has observed the following criteria:

« The questions are professionally designed and pretested by qualified academic staff.

» The question difficulty level is within the reach and ability of the average freshman student.

« The Arabic form of the test question is revised and edited after the process of back translation.

« The test form is further reviewed by linguists from the teaching staff where the content, especially professional

terminology, are focused on.

To design the test questions used for data collection, past years questions used mainly for first year student in General
Linguistics, Phonology, and Anatomy are reviewed and compiled. We also went through some of the questions used in
the text books used in the students’ syllabus. The chosen questions are all translated into Arabic language and are
reviewed and approved by two faculty members who teach General Linguistics and Anatomy.

On the bases of professional discussion and approval of the two specialists from the staff members, 30 academic
questions are selected for the purpose of this study. These questions are seen by the researcher to meet the requirements
of the above explained rationale and satisfy all the criteria required in the construction of the research tool.

Using the ASP.NET programming language through the Visual Studio application software building and building the
data on SQL Server database engine, the 30 questions of the constructed exam with exam directions are programmed
which helped research participants directly input their responses into the computer. An example of the questions used in
the constructed exam with the interface used to submit the answers is shown in Fig. 1

! Leacock, C. (2004). "Scoring Free-Responses Automatically: A Case Study of a Large-Scale Assessment"
http://www.ets.org/Media/Research/erater_examens_leacock.pdf
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Figure 1: The interface of the proposed system with question examples

The research participants are all enrolled to study at the Department of Phonetics, the Faculty of Arts of Alexandria
University. They are enrolled at different levels of study, from freshman to senior students.
The constructed exam is administered in groups during the official final exam period, for 45 minutes. The exam is
administered under the supervision of the researcher in the presence of two staff members who helped answer the
students’ queries. The Model Answer and a Cut- Off point scale is provided by the academic staff members who teach
the participants in their major subjects.
Both the student's answers and the model answers undergo a pre-processing phase using the Universal Networking
Language (UNL). The UNL is an artificial language developed to enable computers to represent and process information
across language barriers [17][18]. In other words, it is designed to replicate the functions of natural languages. The goal
was to use UNL to describe all information and knowledge conveyed by natural languages for computers.
The UNL was particularly chosen for the purpose of this study as it expresses information and knowledge in the form of
semantic network. The UNDL Foundation that is responsible for the development and management of the UNL Program
describes the UNL expression as follows;
"The semantic network of the UNL is a directed graph. Its nodes are UWSs or hyper-nodes (or 'scope' as it
is commonly called) representing concepts. Its edges are Relations between concepts. Concepts can be
annotated by Attributes. Such a semantic network of the UNL is called a "UNL Expression or '‘UNL Graph'
" [18]
This way of semantic representation makes the natural language represent non-ambiguous and have no redundant
expressions. In addition, UNL is fully compositional where the UNL expressions must derive their semantic
value thoroughly from their components that are explicitly defined in the UNL Knowledge Base. Accordingly,
figure of speech, such as metaphor and metonymy are not allowed in the UNL. Instead they are represented, in
UNL, by their intended meaning [17]. Those properties of UNL in addition to others, such as being declarative
and complete was thought to be very useful and efficient for the purpose of the research, where all the data will
be UNLized and represented through semantic network, or UNL graph. UNLization is the process of
representing the content of natural language and providing an infrastructure of information and knowledge into
the structure of UNL. This UNL structure (UNL graph) is made of three different types of discrete semantic
entities which are the Universal Words (UW) that are the nodes in the semantic network. In addition to Universal
Relations which are the arcs linking UW's and finally Universal Attributes that are used to instantiate UW's [17].

For the purpose of this study and in order to make the data UNLized, the Interactive ANalysis (IAN) system is utilized.
IAN is a web application developed in Java and works as a natural language analysis system that can represent natural
language sentences as semantic networks in the UNL format. It's currently available at the UNLdev[17]. All the data to
be processed conformed to the IAN's requirement including UNL analysis dictionary, UNL analysis transformation
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grammar, UNL analysis disambiguation grammar which are all consistent with the UNL specs. Figure 2 represents an
example of a student answer UNLized using IAN and the output is shown both on the AN interface and the UNL editor.
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Figure 2: A student answer in Arabic UNLized using IAN

The matching and scoring algorithm is under construction, and the whole system performance will be evaluated in
comparison to its pear scoring systems mentioned earlier.

5 CONCLUSIONS

Automated scoring of free-constructed responses is increasingly in demand since it eliminates the marking burden on
staff and even eliminating marking errors and unfairness due to bias, fatigue or lack of consistency on the part of the
examiners. Systems of such kind proved to be helpful and saves time and effort.

At the beginning, the thought of including open-ended question types in such system was impossible and impractical.
However, advances in the computational linguistics field and the NLP tools made the automatic scoring of such question
types possible. Several CAA systems were reported in literature, each utilizing a different techniques and marking
approach. The goal beyond the assessment system is the motive toward choosing the suitable marking algorithm.
Although many CAA systems are discussed, most of them work on English language with a complete absence of such
systems on Arabic. Therefore, the system under study is expected to enrich the Arabic NLP by adding a new system
developed specially for Arabic language.
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Abstract—In this paper the researcher is offering the on-going steps to build a dependency parser for Modern Standard Arabic
sentences. Dependency grammar is offering a linguistic framework for free word-order languages such as Arabic. The main idea of
Dependency parsing is the structure of a sentence is consisting of lexical items attached to each other by binary asymmetrical
relations, known as dependency relations. The origins of dependency grammar can be traced back to the old Arabic literature and
some of the Latin and Greek grammarians. This paper will discuss some of the basic issues of dependency grammar and the on-
going steps to parse an Arabic corpus with the Interactive ANalyser of the ULN framework (IAN) according to the principles of
Dependency grammar

1. INTRODUCTION

Arabic language came in the sixth rank in the world's league table of languages, with an estimated 186
million native speakers (2009). The modern form of Arabic - Modern Standard Arabic (MSA) - is a
simplified form of classical Arabic, and follows the same grammar. The main differences between
classical and MSA are that MSA has more modern vocabulary, and does not use some of the
complicated ones.
The process of parsing would be the backbone for other applications in the field of natural language
processing, such as machine translation, text mining, information retrieval, texts summarization, speech
processing, and others. The term "parsing” is used to refer to the process of building automatically
syntactic analysis of sentences according to the grammar of a given language[1].
Parsing Arabic sentences faces many challenges. These challenges originate from the omission of
diacritics in the modern written form of Arabic. Another challenge is the free word-order nature of the
Arabic sentences. The presence of an elliptic personal pronoun also represents another challenge. The
morphological richness of Arabic words and the inflectional nature of Arabic also form a real challenge.
An efficient syntactic model should be adequate in two areas; in description and in implementation. In
other words, it should be described linguistically in order to be applied computationally. So, the aim of
the research is to discuss the linguistic framework of Dependency Grammar, the history of its roots, the
different theories of Dependency grammar and the pros and cons of applying Dependency grammar
generally and in Arabic specially. After this survey it would be possible to suggest a convenient plan in
order to build a parser system for Modern Standard Arabic based on Dependency Grammar. This would
be achieved through the following stages:

e Make a broad survey for the different techniques and methodologies of parsing.

e Defining why to implement Dependency Grammar in rather than Constituency.

e Exploring the previous efforts in building Dependency parsers for Arabic, and how these parsers

were evaluated quantitatively and qualitatively.

e Building a dependency parsing rules for Modern standard Arabic sentences.

e The parsers will include also an Arabic morphological Rules and an adequate dictionary.

e In addition to building the Dependency Grammar rules, a disambiguation module will be built to

enhance the output of the parser.
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e Presenting an accurate methodology of evaluating the output of the parser.

The flow of the work will include three basic modules as in Fig. 1:
= An Arabic morphological analyzer
= The lexicon structure
= The grammar rules.

: ----------------------- : =
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—————

Ce— —1 Dependency

Input : Arabic E - network by

sentence :> morphological ' UML

PN rules

e | {}
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: Grammar Rules : Graph
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Figure 1: Basic components of the parsing system

2. THE DEBATE OF SYNTAX AND SEMANTICS AUTONOMY

Syntax is playing a critical role in defining the systematic relationship between the syntactic structure of
the utterance and its meaning; you must know which words modify which other words in order to know
the correct interpretation of the sentence. Chomsky and his students adapted the separation between
syntactic and semantics. He claimed that syntax and semantics are essentially two separate fields and
they should be treated independently “I think that we are forced to conclude that grammar is
autonomous and independent of meaning” [2]. Chomsky viewed that the syntactic rules are formed with
no reference to the meaning. As the generative approach assumed, the two disciplines must be kept
separate; firstly it is a must to explain the structure of a sentence and the rules that governed that
structure, and then define the meaning of the sentence. However, there is a significant connection
between the structure of the sentence and it is meaning, as

Chomsky noted that “It is reasonable to suppose that the needs of communication influenced
[language] structure”[3]. Our aim here is to adapt the dependency grammar approach as it attempts to
connect the lexical items of the sentence in a way that would simulate the human brain.

3. WHAT IS DEPENDENCY GRAMMAR

There are four types of dependencies; semantic, syntactic, morphological and prosodic dependency. It is
very important to distinguish clearly between types of dependencies, as Semantic dependencies are
usually overlapping with syntactic dependencies. As Nivre (2009) mentioned [4], Dependency Grammar
is mainly assuming that the structure of a sentence is consisting of lexical items, these lexical items are
attached to each other by binary asymmetrical relations, and these relations are known as dependency
relations or dependencies. The dependency relation is established between two nodes; the head and the
dependent.i There are set of criteria for controlling the establishment of dependency relations between
lexical items, and for defining the head and the dependent in these relations.
A dependency relation holds between a head and a dependent.

'Alternative terms: governor and modifier, parent and child.
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Alternative terms in the literature are governor and regent for head and modifier for dependent. The
head of a sentence is usually taken to be the tensed verb, and every other word is either dependent on the
sentence head, or connects to it through a path of dependencies.

A dependency representation is a labeled directed graph, where the nodes are the lexical items and the
labeled arcs represent dependency relations from heads to dependents. Fig. 2 illustrates a dependency
graph, where arrows point from heads to their dependents for the sentence “Economic news had little
effect on financial markets”.
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Economic news had little effect on  financial markets

Figure 2: Dependency structure for English sentence from the Penn Treebank.

In Fig. 2, arrows point from heads to their dependents; labels indicate the grammatical function of the
dependent as subject, object or modifier.

But there are basic criteria for establishing dependency relations, and for distinguishing the head and the
dependent in such relations. Such criteria have been discussed not only in the dependency grammar
tradition, but also in other frameworks where the concept of the syntactic head plays an important role,
including all constituency-based frameworks that subscribe to some version of X bar theory [5].

4. ROOTS OF DEPENDENCY GRAMMAR

Although Phrase Structure based theories have been discussed and applied widely, but recently there is a
great tendency towards using Dependency grammar as a linguistic framework and as a parsable
technique. And many linguists lately considered Dependency Grammar to be inferior to phrase structure
theories. However the roots of modern Dependency grammar are dating back to the French linguist
Lucien Tesniére, the concepts of Dependency grammar have already been discussed by traditional
grammarians as Covington argued. Some concepts of dependency grammar have been discussed by
traditional grammarians in the Arabic literature. It was discussed also in the Indian Grammar by Panini
and in the Latin and Greek grammar.

5. DEPENDENCY VERSUS CONSTITUENCY

There are many arguments that recommend using dependency rather than constituency in syntax and
parsing for its capacity of its representation.

Dependency approach differs from Constituency in the way in which the structure is forming.
According to constituency, a group of words are forming a larger unit which constitutes the
“constituent” or the “phrase”. However in Dependency Grammar, there is a dependency relations
between two words and there is no other units larger than units. The dependency graph is a hierarchal
links between the elements of the sentences. The hierarchal structure is clonsisting mainly of a set of
binary relations. However, the Phrase structure tree is a grouping of chunks that constitute a lager unit.
The word order in the PS tree is linear while the dependency graph is two dimensional. The dependency
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graph is consisting of terminal nodes linked by a set of dependency relations, while the PS tree contains

both terminal and non-terminal nodes.
The sentence "ol skl iSa e 3830 e 5aa™ will be represented as in Fig. 3 according to dependency

grammar.
| (] | |
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Figure 3: a dependency representation for "¢ sl e ¢a 3 skl e jaar

In previous diagram the verb “ =" is called the head, and the word “ =" is the dependent of that head.
The head "_»=" had more than one dependent, and this allowed. But it is not allowed for the dependent
to have more than one head.

Fig. 4 illustrates the phrase structure representation of the same sentence. As shown in that Fig. 4the
sentence (s) is consisting of some constituents or phrases (VP, NP, NP and PP).
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Figure 4: PSG representation for "¢ il e ¢ya 3 3l e aar

We could admit that both DG and Constituency are dealing with the term "head"”. However the two
approaches are dealing with the notion of the "head" in different ways. According to the constituency
approach, the definition of the “head” refers to the head of the phrase for each grammatical category as
the following:

Noun Phrase (NP): Noun (N) is the head.

Adjective Phrase (AP): Adjective (A) is the head.
Verb Phrase (VP): Verb (V) is the head.

Prepositional Phrase (PP): Preposition (P) is the head.

On the other hand, usually, the head is the verb of the sentences according to dependency grammar.
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6. DEPENDENCY PARSING

Dependency parsing is the process of the automatic syntactic analysis of natural language sentences by
means of the theoretical linguistic framework of dependency grammar [3]. Recently, dependency
parsing has attracted considerable interest from researchers and developers in the field for many reasons.
One of these reasons is that dependency-based syntactic representations seem to be more
computationally applicable more that Phrase Structure Grammar, in other words, it would be more
useful in many applications of language technology, such as machine translation and information
extraction because of their transparent encoding of predicate-argument structure. Another important
point regarding DG is that it is better suited than phrase structure grammar for languages with free or
flexible word order; it makes it possible to analyze typologically diverse languages within a common
framework.

So far, some theoretical tradition of dependency grammar was reviewed. Now the light will be shed on
the main topic of this research, the computational implementation of syntactic analysis based on
dependency representations, i.e. representations involving lexical nodes, connected by dependency arcs,
and labeled with dependency types. The connections between theoretical frameworks and computational
systems are often rather indirect for dependency-based analysis [6]. In discussing dependency-based
systems for syntactic parsing, Carroll [7] distinguished two broad types of strategy, the grammar-driven
approach and the data-driven approach, and these approaches are not mutually exclusive.

7. MAIN ISSUES IN THE CONCEPT OF DEPENDENCY

The basic assumption of Dependency Grammar is that the structure of the sentence is consisting of
lexical items, these lexical items are attached to each other by binary relations, and these relations are
known as dependencies. The common formal property of dependency structures, as compared to
representations based on constituency is the lack of phrasal nodes, and the syntactic structure of
sentences depends on binary asymmetrical relations holding between lexical elements. However, there
are also important differences and issues to be discussed here.
One important issue is the Mono-stratal versus multi-stratal frameworks. Some dependency theories are
distinguished by its notion of the layers (Multi-stratal). In other words, some theories depend on only
one syntactic representation (Mono-stratal), while other theories depend on many layers of
representations (Multi-stratal). Most of dependency theories are multi-stratal. This section will discuss
the difference between the theoretical frameworks of dependency grammar that rely on single syntactic
layer of representation and other frameworks that depend on more than one layer of representation. Here
are some examples of theoretical frameworks of dependency that are represented by means of several
layers of representations:

e Tesni'ere uses a single level of syntactic representation, the so-called stemma, which on the other
hand includes junction and transfer in addition to syntactic connection.

e In FGD Functional Generative Description there are two layers; an analytical layer, which can be
characterized as a surface syntactic representation, and a tectogrammatical layer, which can be
characterized as a deep syntactic (or shallow semantic) representation.

e In MTT Meaning-Text Theory recognizes both surface syntactic and deep syntactic representations
(in addition to representations of deep phonetics, surface morphology, deep morphology and
semantics).

e The framework of XDG Extensible Dependency Grammar can be seen as a compromise in that it
allows multiple layers of dependency-based linguistic representations but requires that all layers, or
dimensions as they are called in XDG, share the same set of nodes. This is in contrast to theories like
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FGD, where e.g. function words are present in the analytical layer but not in the tectogrammatical
layer.

A. Criteria for establishing dependency relations

Some of the criteria are syntactic and some are semantic. These criteria have been proposed for
identifying a syntactic relation between a head H and a dependent D in a construction C [8], [9]:
e H determines the syntactic category of C and can often replace C.
H determines the semantic category of C; D gives semantic specification.
H is obligatory; D may be optional.
H selects D and determines whether D is obligatory or optional.
The form of D depends on H (agreement or government).
The linear position of D is specified with reference to H.

8. EXISTING PARSING SYSTEMS

The most prominent dependency-based parsers are Malt parser and Stanford Parser. Malt parser is a
data-driven dependency parsing system developed by Joakim Nivre. The system uses no grammar but
relies completely on inductive learning from treebank data for the analysis of new sentences and on
deterministic parsing for disambiguation [10]. The methodology of Malt parser is based on three
essential techniques:

e Deterministic parsing algorithms for building dependency graphs.

e History-based feature models for predicting the next parser action.

« Discriminative machine learning to map histories to parser.

Stanford Parser is a statistical parsing system which provides both dependency analysis and phrase
structure analysis for a set of languages including Arabic. The original version of this parser was written
by Dan Klein. The current version of the parser requires Java 6 (JDK1.6).

9. DEPENDENCY TREEBANKS

A. The Quranic Arabic Dependency Treebank (QADT)

The Quranic Arabic Dependency Treebank is an annotated linguistic resource which shows the Arabic
grammar, syntax and morphology for each word in the Holy Quran. The Quranic Treebank is mapping
out the entire grammar of the Quran by linking Arabic words through dependencies. The linguistic
structure of verses is represented using mathematical graph theory. The annotated corpus provides a
novel visualization of Quranic syntax using dependency graphs. Fig. 5 shows an example of the
dependency graphs of the QADT.
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Figure 5: Dependency graph of the QADT

B. The Penn Arabic Treebank (ATP)

The ATB (2003) consists of 23,611 parse-annotated sentences [11] from Arabic newswire text in
Modern Standard Arabic (MSA). The ATB annotation scheme involves 497 different POS-tags with
morphological information (reduced to 24 basic POS-tags by Bikel e.g. NN, NNS, JJ), 22 phrasal tags
e.g. NP, VP, PP and 20 functional tags e.g. SBJ, OBJ, TPC (52 combined functional tags, as functional
tags can stack). The source text is a collection of newswire articles. Annotators use part-of-speech and
phrase tags adapted from the English Penn Treebank project (over 400 tags are used). The grammar
framework followed is constituent phrase structure grammar.

C. The Prague Arabic Dependency Treebank (PATB)

The PATB is the same collection of newswire articles, but annotated using a dependency grammar
instead of using constituent phrase structure. The grammar framework used is a variation of dependency
grammar called Functional Generative Description, originally developed at Prague in the 60's. The
PADT 1.0 distribution comprises over 113500 tokens of data annotated analytically and provided with
the disambiguated morphological information. In addition, the release includes complete annotations of
Morphological Trees resulting in more than 148000 tokens, 49000 of which have received the analytical
processing.

D. The Columbia Arabic Treebank (CATIB)

It is another re-annotation of the Penn Arabic Treebank newswire articles, but using a simplified
dependency grammar which is closer to traditional Arabic grammar. The Columbia Arabic Treebank
(CATIB) is a database of syntactic analyses of Arabic sentences. CATIB contrasts with previous
approaches to Arabic tree banking in its emphasis on speed with some constraints on linguistic richness.
A tagging scheme is used which allows rapid annotation. The Treebank uses only 6 part-of-speech tags,
and 8 dependency relation types.
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10. THEORETICAL FORMALISMS OF DEPENDENCY GRAMMAR

Dependency Grammar, like Phrase Structure Grammar, is just one approach in a theory of sentence
structure. A wide range of more comprehensive theories include DG rather than PSG, and vary along
much the same lines as theories which assume PSG: _ some reject transformations while others accept
them. _ Some recognize a single level of syntax, while others disperse syntactic phenomena over a range
of different levels of structure which map onto one another more or less freely. Some are sufficiently
formalized to be used in computer systems, while others are relatively informal. _ Some insist on
‘projectivity’ (each word in a stemma 'projects’ directly to its node, without crossing the projection line
of any other word - i.e. phrases must be continuous), while others don't. The following list is a set of the
most prominent theories of dependency grammar:

Theory of structural syntax - Tesni ere (1959)

Word Grammar (WG)- Hudson (1984, 1990)

Functional Generative Description (FGD) - Sgall et al., (1986)

Dependency Unification Grammar (DUG) - Hellwig (1986, 2003)

Meaning-Text Theory (MTT) - Mel’"cuk (1988)

Lexicase - Starosta (1988)

e Constraint Dependency Grammar (CDG) - Maruyama, 1990, Harper and Helzerman, 1995;
Menzel and Schr”oder, 199)

e Constraint Dependency Grammar (WCDG) - Schr oder (2002)

e Functional Dependency Grammar (FDG) - Tapanainen and J-arvinen, 1997; J'arvinen and
Tapanainen,1998

e Topological Dependency Grammar (TDG) - Duchier and Debusmann 2001

Extensible Dependency Grammar (XDG) - Debusmann et al. (2004)

Case Grammar - Anderson

Daughter-Dependency Theory - Hudson

Dependency Unification Grammar - Hellwig

Functional-Generative Description - Sgall

Metataxis- Schubert

Unification Dependency Grammar - Maxwell

Dependency Grammar Logic (DGL) - Kruijff, 2001

11. INVENTORY OF DEPENDENCY RELATIONS
Although most theories agree that dependency relations hold between lexical elements, rather than
phrases, they can make different assumptions about the nature of these relations. In this research, a
comparison was conducted between the inventories of the relations used in three systems in order to
suggest the adopted inventory of dependency relations to be used in this research. The comparison was
conducted between the relations of:

e Stanford Parser (53 relations)
e The Quranic Arabic Dependency Treebank (40 relations)
e The UNL system (38 relations)
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12. DATA COLLECTION AND DATA ANALYSIS
There are two methods to collect data; Quantitative and Qualitative Data collection methods.
Quantitative Data collection depends on random sampling and structured data collection instruments
that fit diverse experiences into predetermined response categories. They produce results that are easy to
summarize, compare, and generalize. Quantitative research is concerned with testing hypotheses derived
from theory. Some of the quantitative data gathering strategies are:
Experiments/clinical trials.
Observing and recording well-defined events.
Obtaining relevant data from management information systems.
Administering surveys with closed-ended questions.

On the other hand, qualitative data collection plays an important role in impact evaluation by providing
information useful to understand the processes behind observed results. Qualitative methods are
characterized by the following attributes:

e They tend to be open-ended and have less structured protocols.

e They use triangulation to increase the credibility of their findings (i.e., researchers rely on

multiple data collection methods to check the authenticity of their results)

e Their findings are not generalizable to any specific population.

Data collection in a qualitative study takes a great deal of time more than quantitative study.

The corpus that would be used in this research is the undiacritized corpus of the Arabic Language
Technology Centre (ALTEC) [12]. This corpus was built to be one of the language resources for Arabic
in order to support research in Natural Language Processing. The documents of ALTEC corpus itself
were collected from the Arabic Wikipedia.

13. THE INTERACTIVE ANALYSER OF UNL

The Universal Networking Language (UNL) is an artificial language for representing information in a
natural-language-independent format [13].In the UNL framework, there are two basic processes:
UNLization and NLization. UNLization is the process of analyzing the information conveyed by natural
language utterances into UNL. NLization is the process of generating a natural language document out
of a UNL graph. The Interactive ANalyser (IAN) [14] is a natural language analysis system for the
UNL.ization process; in other words, it is responsible for converting the natural language sentences into
semantic networks in the UNL format.
In the UNL framework, the syntactic module is built on X-bar theory. X-bar theory may be not
convenient for some languages such as Arabic, Irish and Welsh due to the free word-order of its
structures. In Arabic we have the VSO structure that would violates the main schema of X-bar (SVO). In
the VSO order there would be a specifier (the subject) between the verb and its complement. This may
be solved by means of the process of Movement, but it still does not reflect the nature of the structures
of that language. Form this point it would be more adequate to use the IAN system with its analytical
capacity in tokenization, segmentation, transformation and disambiguation, and to reconsider the way of
writing the analysis rules in a more convenient way for Arabic according to Dependency Grammar.
In its current release, IAN is designed to be parameterized to the source languages with a set of files:

e The input natural language document

e The NL-UNL dictionary (according to the UNL Dictionary Specs[15])

e The NL-UNL transformation grammar (transformation rules to convert natural sentences into UNL

graphs (according to the UNL Grammar Specs[16])
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e The NL-UNL disambiguation grammar.

Our target in this research is to generate a UNL network out of Arabic sentences according to
Dependency grammar. So firstly it is necessary to discuss the components of the UNL network. The
UNL network is composed of three main components; the Universal Words (UWSs), the UNL relations,
and the attributes. The UWs are the words of UNL to be interlinked by Universal Relations and
specified by Universal Attributes - in a UNL graph.

Now we will have some examples for handling Arabic sentences in IAN. Regarding the sentence * 4l
L 87 the first step is to look up for the strings to get the corresponding UWs form the dictionary as
shown in Fig. 6

Pre-Processing: Trace: | None - i | Tokenization TimeDut: 1 min -:
Transformation: TimeOut: Tmin. |« | Trace: Detaded [ | Sent/Page: 20 |=| Tokenization only
Run sentence: 1 2 3 4 5 ] 7 8 Range

Dictionary Lookup

Matches for:

Matches for: -

Figure 6: the dictionary look up for the string in the NL-UNL dictionary
[5:42]
{org} YUY L Lt mnls] 6B 4
Zy S 4
{forg}
{unl} " " We i Lai §101 [ ] m'ud
mod(01:"<u 8" 03:"L)") s E
{funl}
[/s]

Figure 7: the UNL graph in IANFigure8: the nodes of the UNL graph

After adding the dependency rules that would tokenize and analyze that structure, the UNL graph would

be as in Fig.7 and illustrated visually as in Fig.8. The rest of the other sentences of the selected corpus
will be analyzed and processed.
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Abstract— This paper is concerned with presenting a linguistic description of structural and syntactic analysis of the verb phrases
in Arabic based on X bar theory. The paper discuses the linguistic framework of X bar theory which claims that all languages
share the same underlying syntactic structure. Then it goes to explain how to apply X bar on the Arabic verb phrases. The data
gathered from the fairy tale “4ldl 3,Y1”, The tool that is used for modeling X-Bar Theory is a UNLization tool called the
Interactive Analyzer (1AN) which follows the X bar approach.

1 INTRODUCTION

The human mental representation of language is part of the linguist’s task. This task can be achieved by
constructing a model that represents the form and content of the human mental representation. The
modular view of the mind means to construct a theory to explain the grammar of language. The relation
between a theory of linguistic structure and particle grammar is that the theory must provide a practical
and mechanical method for constructing the grammar given a corpus Chomsky (1957) [1]. Grammars
should satisfy the following basic requirements: they should be observationally adequate, by being
capable of demonstrating whether a particular string of words is well formed or not, also they should be
descriptively adequate, by assigning structural descriptions to strings of well-formed sentences and they
should be explanatorily adequate, by representing the best available descriptively adequate grammar of
what kinds of grammars are possible for human languages [2].

X bar theory was first invented by Harris (1951) [3] but not by that name. The first presentation of X-bar
theory appeared in Chomsky (1970) [4] and further developed by Ray Jackendoff (1977) [5]. There are
two basic considerations that motivate the existence of X bar theory: phrase structure rules and cross-
categorical structure [6]. According to Lyons (1968) [7] the first consideration fall to capture
“Endocentricity” (the head node shares its categorical properties with the phrasal node containing it)
which seems to be a fundamental property of human language. The second motivation for X bar theory
to solve the problem of cross-categorical parallelisms by providing a generalized structure that express
basic grammatical relations.

2 LITERATURE REVIEW
Many attempts have been proposed to explain Arabic syntactic analysis. Although X-bar structure is
thought to be universal because it occurs in all languages, there are few attempts of syntactic analysis for
Arabic based on X bar theory. Specific syntactic analysis using X bar model had been emphasized in
this review: Al-Bayaty (1990) [8] provided a hypothesis that explains the Arabic negations structure
within the framework of X-bar theory by discussing the two possibilities for c-selection: whether T c-
selects NegP, or Neg c-selects TP. The proposed analysis of Al-Bayaty, depends on the assumption that
Neg is a head in its own right and therefore interacts with V-movement. Kremers (2003) [9] reported
results in the analysis of the Arabic noun phrase by giving an account for several of common
phenomena known from Arabic noun phrases, such as the genitive construction, word formation,
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placement of adjectives and other modifiers, adjectival agreement and the formation of deverbal nouns
and participles. Another tries for applying X-bar theory was by Tamadla (2006) [10] who applied X-bar
theory to the Arabic language in order to supply a systematic description of standard Arabic sentence
formation. Tamadla reached a conclusion that X-bar theory is flexible enough to incorporate all cross-
linguistic variation by putting different assumptions.

Finally, Most recently, Al Agad (2013) [11] applied X bar theory on a multi-position Arabic adverbs to
achieve the following objectives: offer a syntactic baseline between Arabic and English by comparing
the Adverb position in both Arabic and English language, examines the adverbs function of Arabic
language in the X’ theory and to determine which syntactic theory is relevant to Arabic adverb. Six
kernel sentences have been tested in his study, three sentences written in standard Arabic language and
their correspondence in English, and three sentences written in Standard English and their
correspondence in Arabic. Al Agad concluded that the applications of X bar theory on Arabic language
sentences show the differences and indiscernible constituents structures among languages and the basic
that human are born with linguistic knowledge like what captured in X-bar theory.

3 LINGUISTIC FRAMEWORK
The name “X-bar theory” comes to indicate the intermediate categories. X-bar theory claims that all
phrases in a sentence exist common similarities in all languages. All those languages share the same
underlying syntactic structure.

A. Constituents of X bar Schema

X bar theory aims to identify the similar structures among languages. The three layers X, X” and XP are
obligatory in X-bar schema as in figure (1).

XP--(maximal projection)

X°—(intermediate projection)

VS

X Adjunct

Specifier

X (head) Complement

Figure 1: X bar schema

X (=X0) is the lexical projection of the vocabulary item that it dominates. Thus, the X may become an N
for noun, a V for verb and so on. X' is the intermediate projection, and XP (= X") is the phrasal or
maximal projection of the head (which is also called a double-bar projection). XP includes X as the
head, its complement, and its specifier. The head, the complement, the specifier and the adjunct are said
to be the constituents of the syntactic representation and define the four general universal syntactic roles:

1) Head
The nucleus or the source of the whole syntactic structure which controls and determines the category of
the other ones is called the head. All phrases must minimally contain a head and the constituents that
follow the head are required to complete the sense of the head which means that the complement,
adjunct and specifier branches in an X-bar structure are optional.

2) Complement, Specifier and Adjunct
The sister of the head is called its complement which is necessary to the head to complete its meaning.
while the Specifier is an external argument appears to the left of X’. Adjuncts are always found as a
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sister of bar-level categories in phrases and they are adjoined either to the right or to the left of single
bar categories. There is an important difference between complement and Adjunct: complements are
sisters of their head, while adjuncts are sisters of the single bar level above the head as illustrated above
in figure 1. In verbal phrases structure adverbs are normally considered adjuncts because they do not be
part of the argument structure of the verb but is added on to modify the meaning of the verbal phrase.

B. Advantages of X Bar Theory

1) Hierarchal Organization
X-bar theory provides principles for the projection of phrasal categories from lexical categories and
imposes conditions on the hierarchical organization of categories in the form of general schema.
According to this theory, the phrase structure component of human language consists of phrase structure
rules that represent the hierarchal relation between the different projections which is reflected in terms
of the number of bars associated with each projection, which are considered to be principles of
Universal Grammar. This is shown in the following two basic phrase structure rules extracted from X
bar schema in (1):
(")

a X’2>YP X

b. X’ X°zpP

The hierarchy is from ‘double bar’ to ‘single bar’ to ‘zero bar’. The double bar projection (X’’) is
referred to as the maximal projection, X’ is called a single bar and X’ is the head projection. YP in (1 a)
stands for specifier which is a daughter of XP and a sister to X’ and ZP in (1 b) stands for the
complement of the head which is a sister of the head and a daughter of X’.

2) The Uniqueness of Mother Node
Another advantage of X bar grammar is the uniqueness of mother nodes which prevents a given element
from being immediately dominated by more than one node as in (1 b) X° takes ZP for complement and
both have the same mother node X’ with no intermediate category.

3) Endocentricity
Endocentricity property means that the head node shares its categorical properties with the phrasal node
containing it. It is a requirement in X-bar theory that phrases be endocentric. The endocentricity encoded
in the X’-template thus emphasizes that all phrases have heads which determine their categorical nature
(a noun project a noun phrase, a verb projects a verb phrase, etc.)

C. Binary Branching

Binary branching refers to the way in which sentences are derived and represented within tree diagrams
which allows for every part of the tree diagram to diverge into two nodes with one head and one
constituent. A problem for binary branching appears in the “double object structure” which contains a
transitive verb that has two noun phrases (direct and indirect object) as its complement. It seems that
taking the assumption that complements are sister to heads will solve this problem as in figure (2).
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WP

Y

spec

AT~

Vo compl compl

Figure 2: Complement as a sister to head

But in this traditional ternary-branching structure the V-bar branches out in to three separate constituents
which is problematic because such analysis presumes that there are symmetries between the direct
object and the indirect object. However, they are very different and need to be distinguished. Another
problem is that there is no obvious way to deduce how either object receives the right case, or how the
theta roles are assigned [12]. There are evidences that support the binary branching structure by
reference to double-object structures: the first use of binary branching appeared in Ross’s work Ross
(1967) [13] which he called “Chomsky-adjunction” and then Kayne (1983) [14] proposed an
“unambiguous path” condition on various syntactic relations and according to this condition branching
are almost binary and then Larson (1988) [15] in which binary branching is considered the core of the
VP-shell hypothesis.

On the other hands, there are opposition to binary-branching that reject the evidences that support
binary-branching such as Simpler Syntax Hypothesis headed by Culicover and Jackendoff (2005) [16]
and coordination structure because the arrangement of the categories is not hierarchical and there is no
constituent can be established as the unique head of the conjunction. These exceptional nature of
coordination are illustrated by multi-branching as in figure (3). This analysis has been proposed by
many, Pullum and Zwicky 1986, Sag (1994) [17] and Ingria (1995) [18].

— T

comjunct  coordinator conjurnct

Figure 3: Multi-branching analysis of coordination

D. Extending the X-bar Schema to Functional Categories

Transformational grammar assumes that clauses are built up from sentences using the rule: S' > COMP
S. This rule means that the head of the clause is the sentence and the complementizer is a specifier.
According to X bar theory the sentence cannot be the head of any phrase but it is a complement. If the
complementizer is the head of the clausal complement, then according to X-bar theory the clausal
complement is a complementizer phrase (CP). Further, a recent version of Chomskyan theory (1986)
[19] brought the non lexical (functional) categories into line with the lexical one so that the non lexical
categories are also governed by the principles of X-bar theory. Much research on syntactic projection
takes the view that projection is symmetric across syntactic categories. According to this view, the way
in which functional information is mapped onto syntactic structure is fundamentally the same. This
functional categories include: I/INFL, D/Det, Neg/NegP and C/Comp:

195



The Thirteenth Conference on Language Engineering 11-12 Dec. 2013 ESOLEC2013

1) IP (Inflection phrase)
The category I/INFL stands for inflection. These inflections carry information about time, aspect, voice
and tense. Tense is obligatory in all main clauses which always present in finite clauses even if it is not
phonologically realized. IP is the maximal projection as in figure (4). In IP the head of the sentence is I,
the complement of an IP is the predicate of the sentence VP and the specifier of an IP is the subject of
the sentence.

P

N

(Specifier) "

PN

I P

Figure 4: Inflection phrase (IP)

2) CP (complementizer phrase)
The idea of complementizer category was first proposed by Peter S. Rosenbaum in 1967 [20]. ACP is a
phrase headed by a complementizer which is added to the beginning of an IP like subordinate clause. C
is the syntactic head of embedded clauses. A complement of C is an IP and a VP is the full predicate
which can be represented in figure (5).

)~

C IF
—
I

(Specifier) A\

I VP

Figure 5: Complementizer phrase(CP)

This structure shows the complementizer in the C position of the CP is the head of the clause that
follows. Some analyses allow for the possibility of empty complementizer which is represented by
covert null category which is parallel in function to that of visible complementizer.

3) DP (Determiner phrase)

The category D/Det includes articles, demonstratives, possessives and quantifiers. Jackendoff (1977)
assumes that determiners are specifier and the noun is the head. Jackendoff’s analysis is an NP analysis
in which the determiners are analyzed as specifiers. On the other hand Abney (1987) [21] proposed the
DP analysis. DP analysis regards the structure of NP that has D in its specifier is problematic for X bar
theory because specifiers are considered to be a position that host maximal projections and D in NP
analysis is the only category which doesn’t form a maximal projection and thus fall out of X bar schema.
If D heads a DP, the DP will be the maximal projection of a determiner and the NP will be inside the DP
as a complement to D. The difference between DP and NP analysis represented in figure (6).
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NP analvsis DP apalvss
NP DIP
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N D "“IJ
N
I
M

Figure 6: DP and NP analysis

DP analysis solves the problem of the non-phrasality of the D, But when more types of functional head
are added, the nominal phrase no longer has a unique categorical definition.

4) NegP (Negation phrase)
In Chomsky’s more recent work further functional phrases are posited. A negation phrase NegP, headed

by a negation particle. Negation has its own projection which is placed in the tree between IP and VP as
in figure (7).

1P
A .
(Specifier) 1
N
1 NegP
}Ileg"
VAN
Neg wp

Figure 7: Negation Phrase (NegP)

E. Universality of X bar Theory

According to X bar theory no specifier or adjunct can intervene between the complement and the head
but there are quite a number of languages for which the basic word order is Verb-Subject-Object (VSO)
such as Irish, Welsh, and Arabic. In those languages the subject (a specifier) intervenes between the verb
and the object so that X-bar theory cannot draw the tree for this structure. Chomsky (1957) observed
that X bar theory cannot generate all the sentences of a language. He proposed that a set of rules that
change the structure was needed. These rules are called transformational rules. Transformations take the
output of X-bar rules (applied to the underlying structure) and change them into different trees. The
output of a transformational rule is called the S-structure of a sentence. These transformation rules
include both movement and insertion rule. Transformation rules will generate sentences that X bar
theory itself cannot produce. For example, in the VSO word order X bar rules will be applied to its
underlying order SVO which then by transformation rules (movement rules) turn to the surface structure
(VSO).
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4 METHODOLOGICAL FRAMEWORK

The researcher will assume only X bar theory restricted to binary branching in accordance with
Chomskyan grammar in all structures except in the representation of coordinated constructions, because
the binary branching cannot express the idea that the coordinated elements are at the same level. So, the
researcher have decided to adopt the ternary branching for coordination (and only in this case) which
gives the sentences depth, flexibility and grammatical accuracy. The study focuses on the analysis of the
Arabic ‘verb phrases’ appear at the IP structures found at the surface structure. The researcher chooses
the fairy tale “4<lll 5.9 in order to analyze the verb phrases existing in it using the Interactive
Analyzer (IAN) tool.

5 CORPUS DESCRIPTION

The data gathered from the fairy tale “4<ld) 5 .YV, This story can be said to be short enough to allow for
UNLization which afford the possibility of generalizing the UNLization strategies to other similar texts.
Additionally, the story offers the chance of experimenting the parsing of the Arabic verb phrases easily
away from complexity.

Firstly, the text was manually segmented. The main processes in the text segmentation are determining
sentences and word forms. Sentences generally end with known punctuations marks such as “.”, “1”,
“7 97 The result of the segmentation is a corpus with the following characteristics: in a corpus of 1268
words making 124 sentences, there are only Y7 sentences (at surface structure) have Y0 verb phrases
inside them, representing 2).7 % of the total. The structures of those Arabic verb phrase are found in
five types as in table 1: head alone, pre-head string and head, head and complement, head and adjunct
and finally combinations of two or more of the previous.

TABLE 1
ARABIC VERB PHRASE STRUCTURE INSIDE IP

13

Spec VB Adjumet

Pre-Head Head Complement

el g | paml
e AT

6 INTERACTIVE ANALYZER (IAN) TooL
The tool that the researcher will use for modeling X-Bar Theory is IAN. The UNDL Foundation built a
UNLization tool called the Interactive Analyzer (IAN).The Interactive Analyzer (IAN) follows the X
bar approach, it postulates that all human languages share the same underlying syntactic structure. It is a
tool that is designed on linguistic background; taking into consideration the linguistic issues facing any
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tool dealing with natural language texts. It includes a grammar for natural language analysis and
operates semi-automatically. It is language-independent and the syntactic processing is done
automatically through the dictionary and the natural language analysis grammar which is provided as
separate interpretable files, but syntactic ambiguities are up to the user, who may backtrack and choose
different syntactic paths. IAN tool exhibits enormous flexibility and opportunities in handling natural
language text due to the fact that it is uniquely designed upon linguistic framework. Figure (8) shows the
IAN tabs: NL input tab to provide the natural language document to be UNLized either by creating a
new file or uploading an existing file, Dictionaries tab to provide the NL-UNL dictionaries, T-rules tab
to provide the NL-UNL transformation grammar, D-rules tab to provide the NL-UNL disambiguation
grammar, IAN console tab where the user will get the results. The IAN console brings the list of
sentences appearing in the NL input, which may be processed one at a time, or in a range and the final
tab is compare tab to compare the saved sentence with the result.

| Analysis Grammar |

Welcome NL Input 3 Dictionaries N-Rules T-Rules | &% D*Rulesl 2 IAN |-a Compa ¥
Pre-Processing: Trace: None - |] Tokenization TimeOut: 1min. |~
Transformation: TimeOut: 1min. || Trace: Minimal [+ Sent/Page: 20 [=] Tokenization only

A 4

Natural language input

NL-UNL
Dictionary

7 APRACTICAL EXAMPLE
In the UNL framework, a grammar along with dictionary constitute the basic resource foe UNL.ization.
In order to use the tool, the user will have to sign in the UNL web at (http://www.unlweb.net/unlweb/)
then access the IAN tool via UNL dev application. This section will present step by step the syntactic
analysis of the Arabic verb phrase “J e lezual ‘

Figure 8: AN tabs

A inside the IP “d e Wexsa) K35 Cogu 350eY1” USINg
IAN tool. The UNLization process is performed in three different steps:

A. Tokenization
Tokenization is the process of segmenting the input into nodes. The system tries to match the strings of
the natural language input against the entries existing in the dictionary. The tokenization process may be
controlled by the NL-UNL D-Grammar as in figure (9).
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Transformation: TimeOut: 1min. E]Trace: Detailed 3 Sent/Page: 20 ETokenization only ¥
Run sentence: 1 @ Range Q. &
### IAN Console ###

Tokenizing Sentence: [1]

Sentence body:l "Jihas Lgmis] A5 Jew 3 a ey
[/ Dictionary Loockup

OUTFUT
Pattern: [Jjis] [0] [ ] [L] [aawe!] [) (3235 [ ) [Bsw) [ ) [3aei] [J1]
Combination:
na] "J1l {} "the" (D,ART,PFX) <ara,45,0>;
"110474064" (133301} [5,ue1] - "53.41" (N,CCT,ANM,HUM) <ara,4,1>;
o - [ J{}""(PUT=BLK)<ara,0,0>;
"] = "dyw]{}"will" (PTC,FUT,I)<ara,l,l>;
" 1{}"" (PUT=BELK)<ara,0,0>;
35" {139725}[34is5] - "jais" (V,VER,WRD,TSTD,M10, Y16, FEM, SNG, 3PS) <ara,l,1>;
1{}"" (PUT=BLK)<ara,0,0>;
04" {3696} [a10l] - "aio|™ (N,CCT,NALI,NANM,CTB, BON,0) <ara,1,1>;
] - "La" (POD, 3PS, FEM, SNG)
}"" (PUT=BLK)<ara,0,0>;
{} "with" (P,PTC,prepositior
"104277352" (80760} [Jyie] = "Jjas" (N, C(

Figure 9: Tokenization process

B. NL-UNL Grammar
1) List processing

These rules are used for pre-editing the natural language sentence and preparing the input to the
syntactic module:

TABLE 2
LIST TO LIST RULE

Action Rule Description

Delete [PUT,38x):=; Delete punctuation

Replace [POD, 3PS, FEM,SNG, M@ 3, *@singular, *@female *OPROM #z):=([[00]] | Replace the pronoun “&" with the LW
B3, @singular, Bfemale # OPROM +POSS, %a); "00.@3.@singular. Efamale”

2) Intermediate projection

These rules are used to parse the head or any of its intermediate projections with complements (as in
table 3) and adjuncts (as in table 4)
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TABLE 3
INTERMEDIATE PROJECTION (XB): COMPLEMENTATION

ESOLEC'2013

Action

Rule

Description

X bar representation

Complement of
v

(V.%vb)({NP|DP|PP}.%xp)=(VB(
%ovb,+proj;Yexp, +comp, +proj). +XB
=VBI1.+LEX=V.%new):

Build the tee of “complement of
the verb™ by adding the head of
the tree “V “to the NP or DP or
PPiree

vB vE Ve
v Dp
NP v PP

v

Complement of

I

(.%ib)(VP,%right)=(IB(%ib,+proj:
%right), +XP=IB,VP+LEX=I,%new
)(Yerightt):

Build the “IB™ tree by adding
the auxilary to the maximal
projection VP

NS

1

Complement of | (P%ib)({NP|DP),%right)=(PB(%cb, | Build the intermediate
P +proj;Yaright ), +XB=PB +LEX=P% projection “PB” by adding the B B
new)(%arightt); preposition to the maximal pA P/\Dp

projection NP or DP ¥
Complement of (N_%nb)(DP.%dp)=INB{%mnb,+proj | Build the intermediate
N %dp),+XB=NB +LEX=N, %new); projection “NB™ by adding the .

noun to the maximal projection /\

DP . =

TABLE 4
INTERMEDIATE PROJECTION (XB)Z ADJUNCTION
Action Rule Description X bar representation
Adjunct of the (VB1.%vb)({PP|NP} %xp)=(VP(% | Build the intermediate
VB vb.VB:%xp.+adjt +pro) +XB=VP+ | projection VB by adding the vE vE
LEX=V Ynew); first “WB” to the preposition Fas VAN
phrase or to the noun phrase ‘r PP ‘r NP
Y v
Adjunct of the (NB%ib)(JP%right)=NB(%mnb,+pro | Build the intermediate
NB j:%jp.+adjt.).+XB=NB.+LEX=N.%n | projection NB by adding the B
ew); NB to the maximal projection \'5/\1'9
P |
N

3) Maximal projection (XP)
These rules are used to combine the topmost intermediate projection and the specifier as in table 5:
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TABLES5
MAXIMAL PROJECTION (XP)

Action Rule Description X bar representation
maximal ({DP|NP}.%np)(IB.Yovb)=(IP( Build the tree of maximal IP
projection [P %%vb,+proj;%enp,+spec,+proj).- projection IP by adding the ~

IB.-VP+XP=IP+LEX=[%mew); | specifier “DP” to the “IB” DP =
tree
maximal (D, %pb)(NP Yoxp)=(DP(%pb,+ Build the tree of the .
projection DP proj Yexp,tcomp,+proj),+XB=D | maximal projection DP by |
P+LEX=D %new); adding the determiner to the DE
NP A~
D NP
maximal (N%nb)(DP.Y%dp)=(NP(%nb,+p | Build the tree of “NP™ .
projection NP roj:%edp,+adjt, +proj) +XB=NP+ f
LEX=N.%new), jﬂi
w Dp
maximal (PY%pb}(INP. %axp)=(PP(%pb,+pr | Build the “preposition -
projection PP 0j:%xp.+comp,+proj),+XB=PB, | phrase™ tree of by adding |
+LEX=P.%new); the preposition to the “NP™ PE
p#"\}p
C. UNL Graph
After applying the previous rules, the UNL graph in figure (10) is formed.
Pre-Processing: §,, Trace: None E] TimeOut: 1 min. El B
Transformation: TimeOut: 1min. E] Trace: Detailed E Sent/Page: 20 EI Tokenization only = manual wsp [

Run sentence: 1

Range

diiay Lenge] 3iS See 5l

P
—_—

Dp 1B

[5:34)
{org}
Jidan Lgraol JAAS Ggw Byaa¥)
{/oxg}
{unl}
IP(:01, :07)
PP 6 DP:01 (the:02, 110474064:03)
I IB:07 (will:05, :086)
PR VP:06(:05, -:0K)
~ VB:05(:03, :04)
p NP VB:03(201240935:07, :02)
= I NP:02(105566504:09, 00:0A.@3.@singular.@female)
DB TB PP:04 (with:0C, 104277352:0D)
unl
Lo e
" e L

Figure 10: UNL graph
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In figure 10, the VP built by adding (:03) to (:04). (:03) represents the first VB "xual 28" (V +
complement) and (:04) is the adjunct PP “J_Jx«". When the auxiliary “—as" added to the VP (:05), the
IB is formed in (:06). The final stage is the addition of the specifier “s_¥” (:01) to the IB to constitute
the IP.

8 ConcLusioN
This paper presents a parser that explains the Arabic verb phrases structure within the framework of X-
bar theory. The parser transforms input VPs into a syntactic tree in the UNL format. This VPs are
gathered from the fairy tale “4<lll 5 .91, X bar provides a precise, flexible, computationally tractable
representation for parsing.
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Abstract— This study examines a longstanding issue in the psycholinguistic literature; the semantic priming effect in which
semantically related pairs induce shorter response time (RT) than unrelated ones. A set of semantically related and associated
pairs were tested in three different prime durations; 100, 250 and 750ms using a standard lexical decision task, the results
showed an automatic activation for the associated pairs which showed a facilitation effect at short durations (100, and 250ms)
however the purely semantic pairs showed a facilitation effect at short and long prime durations (250 and 750ms) which
specifies that such kind of relation involves both automatic and conscious processing for short and long duration respectively.
The results are addressed in terms of the parallel distributed processing framework[1] and the spreading activation model[2].

1 INTRODUCTION

Semantic priming paradigm is usually used to evaluate the implicit memory attention[3] as well as examining word
recognition [4]. The semantic priming effect is an improvement in performance due to prior exposure to a related context,
a target is facilitated due to presenting a related stimuli (prime) however the target may be inhibited in case of unrelated
context. The issue of semantic priming has long been studied since [4] who made the concept of semantic priming comes
into reality. The researchers claimed that speakers respond faster to a target when it is preceded by a semantically related
word than when it is preceded by an unrelated word. Their work was first introduced in the Journal of Experimental
Psychology entitled “Facilitation in Recognizing Pairs of Words: Evidence of Dependence between Retrieval
operations.” In their experiment, participants were tested using lexical decision task (LDT). They asked participants to
decide whether two simultaneous strings were words. Half of the words were semantically related while the other half
was not, they results showed faster response time for the related condition. Many subsequent studies following [4]
observed the same pattern of results [5-9].

There are two attentional modes of priming as introduced by [3], who Manipulated four variables in a LDT; semantic
relation, conscious expectation, shift and non-shift from one category to another and SOA, the experimenter introduced
five kinds of pairs that manipulated the former four variables like when a bird is used as a prime a type of bird is
expected (related, non-shift, and expected) however when a part of the body is presented as a prime a part of building is
expected (unrelated, shift, and expected), [3] found that at short SOA related pairs showed facilitation whereas unrelated
pairs showed inhibition, however at long SOA expected pairs showed facilitation whereas unexpected pairs showed
inhibition. The researcher argued that there are two different processes operating at short and long SOA, at short SOA
automatic facilitation is introduced whereas at long SOA a controlled processes operate. Controlled processing is also
known as strategic processing, it is slow, sensitive to inhibition and facilitation [10]. Automatic processing is generally
characterized by having a quick onset, occurs without intention and causes subsequent facilitation. Automatic processing
of semantic priming is assumed to be the result of spreading of activation from one concept to another [2]. In priming
experiments, automatic processing is manipulated through the use of short stimulus onset asynchrony (SOA) and low
relatedness proportion (RP) whereas conscious processing is manipulated through the use of Long SOA and high RP.
SOA is the time from the start of the prime to the onset of the target. Relatedness proportion is the percentage of related
trials among all trials.

Semantic priming paradigm didn't only examine pairs that are related in terms of meaning like cat and dog but also
pairs that are associated like bird and nest. Semantic priming is caused by words that are having common semantic
features and bearing a semantic relation like antonymy, synonymy, category co-members, and hyponymy however
associative priming is caused by the use of associated words. Associated words are produced in response to each other
and they usually appear in the same context. Associated words are selected according to free association norms, like
those of [11, 12]. In a free association task participants are asked to write the first word that comes into their mind in
response to a given word. Associated words may or may not be semantically related. The previous discussion tabs three
types of relations; associative semantic priming like cat and mouse, non-associative semantic priming which is usually
called pure semantic priming like whale and dolphin, and non-semantic associative priming which is usually called pure
associative priming like bird and nest. Associative priming is subject to directionality; association from the prime to the
target like bell-hop is called forward association whereas association from the target to the prime like light-lamp is called
backward association. Researchers didn't only examine association but they also examined association directionality [for
review 13, 14-16]. It is empirically difficult to distinguish semantic and associative relations as stated by [17] "having
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devoted a fair amount of time pursuing free-association norms, | challenge anyone to find two highly associated words
that are not semantically related in some plausible way." At first the associative values of semantically related pairs were
not controlled, in fact [4] semantic priming was actually associative priming; as the prime- target pairs were drawn from
association norms rather than category norms. [18] was the first study to disentangle semantic and associative priming,
he reported facilitation for both kinds of pairs however,[9] failed to replicate Fischler's finding and they argued that the
semantic priming reported is due to conscious processing. Subsequent studies were equivocal in reporting semantic and
associative priming [13, 14, 16, 19-23].

2 THE THEORETICAL FRAMEWORK OF SEMANTIC PRIMING

The automaticity of semantic priming is usually addressed in the framework of spreading activation model [2]. The
spreading activation model assumes that concepts are represented by nodes which are joined together by links
representing the relationship between concepts. In this model the organization is not hierarchical and the length of each
link represents the degree of semantic relatedness between concepts. Information about words is stored in two separate
networks; lexical network for storing phonological and orthographic information about words and a semantic network for
storing concepts and those concepts are linked to the word forms in the lexical network. In the lexical network, nodes are
connected to each other on the basis of phonological and orthographic similarity whereas in the semantic network nodes
are connected to each other on the basis of semantic similarity. Connections between associated words exist at the lexical
level while connections between semantically related words exist at the semantic level.

The spreading activation model assumes that when processing a concept, activation spreads to nearby concepts and
that this activation level decreases as it moves outwards. For instance, red causes stronger activation of apple than sunset,
because apple is closer in the network to red than sunset. When a second object is presented; the activation of the first
concept is decreased. The model also predicts that only one concept is activated at one time due to the serial nature of
human processing, but once activation occurs it spreads in parallel from the closer nodes to their associates.

Spreading activation model represents the traditional approach to semantic memory. On contrary, connectionist
models [1, 24] represent the empirical approach to semantic memory investigation. Connectionist models are sometimes
called parallel distributed processing or neural network models.

The model assumes that every node is connected to all the other nodes in the network in direct or indirect way in a
recurrent neural network. Experiences and learning processes are a key function in adjusting the strength of connection
among nodes; the model is constantly reshaped according to one's experiences. Connectionist models assume that
concepts are represented by a pattern of activation across a network of interconnected units, the model assumes that
similar concepts have similar pattern of activation. Connectionist models provide a reasonable explanation of semantic
priming. When presenting a prime, the prime is processed until the network settles into a pattern (an attractor), when
processing the target the network starts from the pattern of activation of the prime, the network will settle faster for
related than for unrelated word, because the pattern of the related word is similar to the previous activated pattern.

[1] distributed model simulates semantic and associative relations. In this model, semantic relatedness among words
is encoded by the degree of featural overlap in their semantic representation whereas associative relatedness is attributed
to the frequency with which two words appear together during training. The model uses word understanding task, the
abstract version used for simulation is meant to map written words to their meanings. The abstract representation of this
model is shown in figure 1, the semantic representation uses eight different patterns over 100 semantic features, the eight
patterns represent eight semantic categories and sixteen category exemplars are generated from each pattern, by changing
some features. Eight of the exemplars were more typical than the other eight; the semantic representation was then
randomly assigned orthographic representation, which consists of 20 orthographic units. The network consisted of 20
orthographic units which are totally connected to 100 hidden units which are totally connected to 100 semantic units; the
semantic units are connected to each other and also to the hidden units.

100 semantic units

S O

100 hidden units

1D
(20 orthographic units )

Figure 1: Plaut simulation of a simple task for mapping written words to their meaning [1]

The results of interest here are those related to associative and semantic priming. Regarding associative priming, Plaut
found faster settling for associated than unrelated primes and the degree of priming was deeply affected by SOA and
target frequency; greater priming effect was found at longer SOA and low frequency targets showed greater priming than
high frequency targets. Regarding semantic priming the researcher found that semantic priming is much weaker and that
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it is highly affected by target category dominance; more dominant category showed larger priming effect than less
dominant ones. SOA had a different effect from that of associative priming; semantic priming effect is larger for short
SOA and it gradually declines at longer SOA.

3 SEMANTIC AND ASSOCIATIVE PRIMING LITERATURE

Most of the studies over the semantic priming literature addressed both semantic and associative priming [19-
22]. Whereas only few addressed both effects independently [5, 7, 9, 13, 14, 16]. In particular, the automaticity of both
semantic and associative priming, the effect of various manipulations on the degree of priming effect including SOA, the
presentation paradigm and the task. One of the earliest studies in examining pure semantic priming is [7], who used a set
of semantically related pairs tested using LDT at various durations (360,600,2000ms), the results showed that the related
condition showed a faster RT than the unrelated condition however, RTs tended to be faster at the 600ms prime duration.
A more recent study is [5] who claimed that the degree of semantic relatedness influences the response latency, the
stimuli used were a triplet of a dissimilar prime, similar prime and a target, 168 student participated in the experiment,
the study showed that priming for highly similar items were found for short and long SOA, whereas priming for less
similar items were only found for long SOA, which suggests that less similar pairs relies on some sort of strategic
processing and priming for highly similar items is automatic. Generally speaking, semantically related pairs show shorter
response time than their unrelated counterpart whereas highly related pairs affect the response time dramatically.

At the other end of the spectrum, very few studies addressed associative non-semantic priming [13-16]. One of the
earliest studies in examining association directionality is [14], the study reported equal priming effect for forward and
backward using the lexical decision task. The same results were replicated by [16, 25] and opposed to [26] who claimed
that the reporting of backward priming is the result of semantic matching procedure. [16, 25] reported forward and
backward priming in the LDT using 500ms prime duration while they failed to report backward priming in naming task.
[14] examined compound and non-compound associates at two prime durations (150,500ms) in naming and lexical
decision tasks, the results showed backward priming at the 150ms for both tasks, whereas at the 500ms it was reported
only for the LDT. The previous discussion forces us to conclude that the reporting of backward associative priming is
closely related to the task and the prime duration selected. LDT is capable of reporting priming effect at long and short
SOA, whereas naming task reports backward priming only at short SOA, which suggests that LDT at long SOA relies on
some sort of conscious processing.

A middle ground between the two is the examination of both effects simultaneously. [22] investigated pure associative
and pure semantic priming, using a lexical decision task, three prime durations were tested (100, 250, and 500ms), the
results supported the existence of pure automatic semantic priming as well as pure automatic associative priming but the
average priming effect was larger for semantic priming than associative priming. Employing a different task, [19]
examined semantic and associative priming in picture naming task and short SOA (114 and 234ms), the semantic pairs
showed a significant inhibition at 114ms whereas the associated pairs showed significant facilitation at 234ms. The
automaticity of semantic and associative relations was further examined by [9] using the single presentation procedure,
the experimenters claimed that the single presentation procedure tabs automatic processing as participants are asked to
respond to all the stimuli in sequence thus they stay unaware of the relation holding between pairs. The experimenters
used a set of associated pairs that were also semantically related and a set of semantically related pairs. The results
showed an associative facilitation in the single presentation condition which couldn't be found for the semantically
related condition, thus stressing the automaticity of the associated relations and the presence of strategic processing for
the semantically related pairs. In a more recent study, [23] reported semantic priming for pairs that are semantically
related and unassociated for SOA ranging from 83 to 166ms using the LDT combined with the masked priming paradigm.

In the second experiment reported by [20], a set of pure semantically related as well as pure associated pairs were
examined using a lexical decision task, the set of associated pairs were selected from [11] whereas the set of semantically
related pairs were selected from the WordNet, the study showed a shorter response time for the associated pairs at 200ms
prime duration.

In an analysis of the semantic priming literature, [27, 28] reviewed a set of studies that examined semantic and
associative priming. [28] examination of twenty six studies revealed that there can be semantic priming without
association but it is possible that the observed semantic priming is due to strategic rather than automatic processing,
which is manifested through SOA greater than 250ms [10] and high relatedness proportion whereas no associative
priming in the absence of semantic relation. Semantic priming effect is similar for different types of LDT whereas it is
smaller for naming task. Adopting a similar perspective [27], investigated twenty four priming studies that are different
from those of [28], [27] agreed with [28] upon the presence of associative boost and automatic priming for functionally
related pairs like hammer and nail however [27] reported associative priming and criticized the priming reported by
Lucas for the category coordinates as he claimed that it is due to including strategies that encourage strategic processing.

4  THE PRESENT STUDY

The experiment addressed in the present study focused on pure semantic priming without association and pure
associative priming without semantic featural overlap. In order to achieve pairs of the former types, a pilot study of three
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pretests was carried out. A set of semantically related pairs were selected from two studies that adopted similar approach
[19, 29], these word pairs were then translated into Arabic using a standard English-Arabic dictionary [30] to be ready
for the pretest phase. First a semantic categorization task that involved defining words on a semantic basis, through
mentioning the major features marking it, for instance a dog is a four legged animal that barks. The aim of this task is to
ensure the presence of a semantic relation between the prime and the target word, fifteen undergraduate students from the
faculty of Arts Alexandria University were enrolled in this task, the words were presented randomly and intermixed with
non-experimental words, the word pairs were judged as semantically related if they were mentioned in each other
definition or defined with similar words and features. The second test was a similarity rating task following [31], in
which participants are asked to rate the similarity between two words on a ten points scale. From 0 to 9, where 0 means
no similarity and 9 means almost identical. The former test was applied to both kinds of pairs; semantic and associative,
where thirty participants were involved.

Associated pairs are usually collected through free association norms [11, 12], in this study the target words previously
reported in the semantic pairs were used to design a free association task. The targets were randomized and intermixed
with non-experimental words, then presented to fifteen postgraduate students from the faculty of Arts, Phonetics and
Linguistics department. They were then asked to name the first word that comes into their minds when reading each word,
only the first response was encountered. The free association task resulted in an associated list that was further examined
using a similarity rating task as reported previously in this section.

A. Participants
Forty five students from the faculty of Arts, Alexandria University volunteered in the study. Thirty in each duration.
B. Material

The word pairs in this experiment were a set of 39 semantic primes, 39 associated primes, and 39 baseline primes in
addition to a set of 39 nonwords for using LDT see appendix1. The associated and the semantic pairs serve as the related
condition and the baselines serve as the unrelated condition against which the degree of facilitation and inhibition is
calculated, the non-words were constructed by changing one or two letters in the target words to form a pronounceable
nonword. Further details were then specified for the primes and the targets; the pointed stem frequency, the root of each
word were reported from ARALEX (A lexical database for Modern Standard Arabic) [32] to make sure no root is
repeated twice, as well as specifying the orthographic ambiguity, the whole description of the stimuli is shown in table 1.

1) Calculation of the associative strength: The associative strength is calculated according to the number of
participants from a population named a pair as associated [21, 27], The association strength was defined as one of the
following; no association (have an average strength of less than 1%), weak association (have an average strength ranging
from 1 to 10%), moderate association (have an average strength ranging from 10 to 20%) and strong association (have an
average strength greater than 20%). Accordingly a pair is classified as strong associates if more than 20% of the
participants would give the target as the primary response to the prime. In this study, the used population in the free
association task was fifteen participants. After applying the previous criteria, associated pairs were classified into; 19.5%
are weakly associated, 12.2% are moderately associated and 68.2% are strongly associated.

2 ) Calculation of the number of links between two concepts using WordNet: WordNet [33] provides us
with several measures of similarity and relatedness[34]. Leacock and Chodorow (1998) similarity measure was selected
to calculate the number of links between the related prime and target pairs. It is based on the path length between two
concepts and it can be used to calculate the number of links holding between two concepts [31]. The pairs were first
translated into English using a standard Arabic- English dictionary. WordNet 2.1 interface was first used to know the
desired synset for each word, for instance for the word table, the second synset was selected (a piece of furniture) and so
with the rest of the words. WordNet similarity was used as it provides a command line interface for each similarity type
that can be written in a python shell to calculate the similarity between two concepts. The command line contained the
following steps; the first step is meant to save the value of the first synset for the word beauty which is a noun, the
second step is meant to do the same for the second synset. The third step is meant to calculate the Leacock and
Chodorow (1998) similarity between the two synsets.

Beauty = wn.synset (‘beauty.n.01")
Elegance = wn.synset (‘elegance.n.01")
beauty.Ich_similarity (elegance)
2.2512917986064953
C. Design

In this study, the stimuli were visually presented as the sensory memory for the visual stimuli is shorter than the
sensory memory for the auditory stimuli [35]. The prime and the target were presented in a paired presentation procedure.
Three types of primes were used, related primes which are either semantically related or associatively related and
unrelated primes. Three lists were constructed for each SOA in a Latin square design (3x3) to form nine balanced lists
where each contained thirteen semantic pairs, thirteen associated pairs, thirteen unrelated pairs and thirty nine nonword
pairs, so that no prime target pair was repeated twice in the same list. The independent variables were the degree of
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relatedness and the SOA (semantically related vs. associated vs. unrelated and SOA: very short (100ms), short (250ms),
and long (750ms). The decision latency was set as the dependent variable.
As for the training set, participants were given eighteen training pairs, three of which were semantic another three were
associative and three unrelated whereas the other nine were nonwords.

D. Procedures
Participants were tested individually; participants were seated approximately 60cm away from the monitor. Instructions
and stimuli were presented on a 14 inch VAIO Intel core i5 using Superlab, participants were asked to read a set of
instructions displayed on the monitor see appendix 2, which were then paraphrased orally by the instructor followed by
the set of training pairs. After finishing the training phase, the experimenters made sure participants understood the
procedures quite well, only at this stage participants were enrolled in the experimental phase. In the experimental phase,
each participant was given a total of 78 trials, in which twenty six trials were related, thirteen unrelated trials, and thirty
nine nonword trials.
Decision latencies were measured in milliseconds accuracy, using two keyboard buttons; / for word response and z for
nonword response, participants used the dominant hand for the word response. Each trial consisted of a fixation cue (+),
which was presented for 1000ms, followed by the prime which had a varying duration according to the SOA- the prime
duration was 100ms, 250ms, 750ms in case when the SOA was 100ms, 250ms, 750ms respectively- the prime was then
followed by an ISI of 50ms followed by the target which remained on the screen for 2000ms. For each trial participants
were instructed to read the first word presented on the computer screen silently and to react to the second presented
stimuli using yes and no response.

TABLE |
STIMULI CHARACTERISTICS

Condition Target Semantic Associated Baseline

condition condition condition
Mean 3.7 3.9 3.6 3.9
number of
letters
Mean 76.5 95 132 101
pointed stem
frequency
Orthographic | 14 out 8 out of 15 out of 10 out of
ambiguity of 39 39 39 39
Number of 2 1.14
links
(WordNet)
Similarity 4.7 6.36
rating
Associative W: 19.5%
strength M:12.2%

S:68.2%

5 RESULTS AND DISCUSSION

The mean decision latency was calculated for each prime type (semantic, associative and baseline) over the
three prime durations (100, 250, 750ms). Mean lexical decision latencies and net priming are shown in table 11.
Generally, the study revealed that associative relations showed larger priming effect than the semantically
related pairs which is consistent with [20], however both semantic and associative relations peaked at 250ms
[22] as shown in figure 2. Semantic relations showed an inhibition effect at very short duration as shown in
figure 3 as reported by [19] using picture naming task, however this can be attributed to the nature of semantic
relations that involve the activation of many nodes and features to induce facilitation which couldn't be done at
this short duration this view of semantic activation is consistent with the global assumption of the spreading
activation model however it is opposed to [21, 23] who reported semantic facilitation at this short duration. On
contrary, associative relations showed an inhibition effect at long duration which ensures that associative
relations relies on automatic processing as reported by [9, 22, 27] however it is inconsistent with [22].

According to the local processing assumption of the spreading activation model, activation and processing of a
node takes time and this activation is attenuated through time, however the duration of conceptual processing
increases when this node is connected to a large number of nodes and vice versa and that explains why
semantic relations showed inhibition at very short duration then peaking at 250ms and at last damping at

209



The Thirteenth Conference on Language Engineering 11-12 Dec. 2013 ESOLEC"2013

750ms but it still can maintain facilitation at this long duration, however associative relations in its theoretical
definition gather words together based on usage however they do not involve a lot of common features like
(bird and nest) thus having shorter processing time, accordingly showed a great deal of facilitation at very
short duration. As opposed to this view, the distributed network model of Plaut [1] showed larger associative
priming at long prime duration as well as larger semantic priming at short prime duration which is opposed to
the previous reported results.

80
60 A

N EZAAN
20 / \\» —&— semantic
0 / \ \ \ —— associative
106/ms 250ms \&50ms

-20
-40 \

Figure 2: a curve specifying the effect of prime duration on both semantic and associative priming

TABLE II
MEAN DECISION LATENCIES

Prime duration Semantic Baseline Net Priming
100ms 791 784 -7
Associative
748 784 +36
250ms Semantic Baseline
693 751 58
Associative
681 70
750ms Semantic Baseline 17
751 768
Associative -41
809
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CONCLUSION

Semantic and associative relations proved to be quite different in terms of activation and processing. The
presence of semantic facilitation at short and long durations forces us to conclude that semantic priming can
rely on both automatic and conscious processing whereas the absence of associative facilitation at long
duration ensures the automaticity of associative relation. Semantic relations involve more nodal activation than
associative relations [for review 2, 36] which can be viewed in the absence of semantic facilitation at very
short duration as opposed to associative relations, thus at the moment of speaking, examining the behavior of
the reaction time across different prime durations seems the only way to figure more in-depth knowledge
about the mental representation of various semantic relations.
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Appendix 3: Experiment 1; 100ms

sem 796.2667 587 849 709 690 769 719 1092 681 720 1038 852 1081 683 608 866
sem 717.8 700 805 442 708 787 517 636 467 692 1071 798 904 865 480 895
sem 732.6667 604 732 687 606 545 640 738 532 594 1047 757 1175 828 589 916
sem 729.2 573 653 714 472 571 692 735 615 597 864 1129 1163 1035 492 633
sem 883.2 905 681 1021 544 706 995 698 755 610 922 1289 1704 772 566 1080
sem 826.6 1194 711 768 595 1001 659 824 635 950 887 1272 1049 719 424 711
sem 768.4 817 608 637 460 845 595 597 644 835 1068 989 1371 750 519 791
sem 773.2 629 939 782 485 649 827 855 740 640 538 831 1117 1326 572 668
sem 826.7333 706 695 500 1005 716 788 603 545 710 994 1051 978 745 624 1741
sem 824.2667 897 1089 1007 608 1204 480 723 558 789 991 924 800 852 499 943
sem 858.3333 898 1057 728 690 684 658 732 531 655 1012 1397 1534 638 567 1094
sem 808.5333 693 705 577 612 802 834 873 801 741 1005 1277 962 754 1019 473
sem 745.0667 746 698 550 546 1044 715 748 588 1098 0 1039 1325 708 524 847
791.559'
asso 682.1333 743 788 734 535 568 920 597 717 797 550 864 0 951 576 892
asso 773.5333 776 744 613 644 597 1347 706 576 595 1006 988 1078 683 475 775
asso 782 759 606 518 1097 624 584 888 545 1003 601 800 1602 899 525 679
asso 664.9333 742 599 653 517 621 676 885 653 534 773 898 1241 646 536 0
asso 750.8 1087 782 580 572 750 693 668 697 615 687 1118 1109 734 577 593
asso 762.4667 974 539 579 548 571 729 924 892 713 777 735 1225 1125 575 531
asso 781.3333 617 632 552 543 707 963 817 756 654 675 1121 1637 733 611 702
asso 680.6 738 581 605 548 751 716 723 552 613 874 761 843 666 516 722
asso 722.6 644 525 534 535 824 648 773 482 663 814 1003 778 895 823 898
asso 704.2667 578 563 423 471 593 669 1072 703 949 1003 630 952 646 597 715
asso 813.4667 1247 849 479 852 817 693 1087 581 665 817 1184 1021 695 536 679
asso 705.9333 614 881 382 620 724 766 930 854 648 640 0 1021 0 866 1643
asso 901.2 614 546 489 468 745 681 840 591 648 720 1832 1864 1320 511 1649
748.0974
base 888.8 924 839 711 714 825 453 713 740 690 1866 925 1561 931 591 849
base 757.8667 759 750 496 521 677 556 657 600 9263 1223 1290 999 787 500 590
base 736.0667 777 920 725 598 657 614 613 950 837 774 832 709 784 510 741
base 783.4 783 758 653 844 634 748 727 521 770 904 897 1561 749 498 704
base 727.4667 628 648 729 550 575 876 849 676 674 1158 630 699 951 516 753
base 691.2667 609 676 543 495 592 756 763 715 675 736 1140 0 905 795 969
base 797.6667 764 707 616 596 625 723 1083 585 657 877 692 1745 663 591 1041
base 746.6 549 612 761 664 914 443 751 570 686 877 835 1068 965 637 867
base 697.4667 585 542 656 618 577 498 967 585 824 831 786 1087 687 613 606
base 736.6667 647 704 566 539 554 529 1033 639 611 994 1181 1661 850 542 0
base 732.2 854 743 629 496 544 645 1009 495 685 912 673 789 673 534 1302
base 968.5333 946 903 1355 913 1258 489 670 623 761 996 740 1427 925 685 1837
base 938.6667 1110 844 1356 1003 1775 532 1301 601 670 1115 1081 845 708 444 695
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Appendix4: experiment 2; 250ms

asso
asso
asso
asso
asso
asso
asso
asso
asso
asso
asso
asso
asso
mean

base
base
base
base
base
base
base
base
base
base
base
base
base
mean

sem
sem
sem
sem
sem
sem
sem
sem
sem
sem
sem
sem
sem
mean

711.8667
718.2667
625.8
619.9333
647
751.4
707.8
642.5333
647.7333
726.4
677
746.6667
639.3333
681.6718

808.7333
665.9333
645.9333
639.6667
700.6
794
795.8667
724.2667
725.8
750.0667
845.9333
954.1333
721.9333
751.759

719.8
659.8667
657.4
608.8667
717.5333
655.5333
668.1333
652.2
651.0667
843.8667
675.8
847.1333
659
693.5538

662
1018
649
562
805
633
677
536
551
816
755
951
487

1359
654
668
623

1082
855

1155
825
618
964
584

1554
972

1080
595
718
778

1009

1016
659
978
705

1420
739
748
517

617
659
542
640
611
603
680
803
632
419
1033
590
499

631
586
611
568
639
783
480
446
420
483
557
731
798

459
530
725
513
596
659
509
534
718
768
601
1043
518

429
876
499
663
732
539
496
414
594
510
501
489
510

741
531
528
526
614
466
641
531
1612
540
558
757
677

478
513
604
539
478
476
797
502
571
1036
540
700
589

947
881
586
634
516
866
654
643
662
838
544
540
557

787
466
568
588
577
644
600
827
719
1767
743
1302
598

701
696
544
646
817
639
673
964
554
776
786
1055
535

699
633
565
575
623
435
496
449
568
475
569
434
449

902
486
720
530
809
445
581
521
630
596
605
735
1261

665
404
447
375
699
457
490
726
673
1306
862
512
564

215

535
598
681
516
640
572
933
679
945
960
727
518
540

1026
726
615
603
581
649
805
569
498
534
902
901
551

981
635
618
693
695
754
566
536
602
662
818
994
565

605
626
534
564
675
600
558
647
586
885
689
738
533

801
657
532
558
669
581
600
602
652
644
618
558
544

566
560
627
627
610
646
546
656
649
513
505
687
666

866
788
748
928
617
1810
655
1015
560
820
906
980
741

1089
882
1072
786
643
782
1080
986
776
776
1724
987
612

1049
1108
808
551
829
564
804
615
875
1338
987
935

527
703
515
490
546
1048
493
439
523
611
692
647
597

585
675
488
586
654
1177
549
641
549
495
731
661
1087

630
477
419
505
542
459
491
547
509
535
531
688
575
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675
788
666
649
660
935
1445
866
789
1345
746
791
888

972
925
850
698
899
814
1237
847
737
563
1555
1576
604

953
800
1262
744
1030
930
852
873
619
1125
576
1347
1818

1238
882
633
668
679
970
981
643
674
676
734

1011

1010

763
815
587
932
871
1082
748
559
1091
1117
792
855
607

913
1162
666
923
622
651
1308
682
716
687
764
1148
821
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Appendix 5: experiment 3; 750ms

asso 924 1603 1143 695 674 574 813 1553 502 1371 1175 494 850 655 944 814
asso 766.8 776 952 928 913 726 617 1180 537 724 780 550 658 494 909 758
asso 835.2667 1228 641 871 1264 564 1076 687 499 654 828 920 859 662 986 790
asso 698.2 804 968 773 866 529 555 609 577 558 735 648 792 652 815 592
asso 785.1333 1400 809 759 631 618 808 818 533 745 1020 670 687 622 811 846
asso 657.0667 832 573 731 641 596 697 972 552 686 0 598 657 781 964 576
asso 799.4 970 956 686 581 636 538 1357 787 979 671 645 967 646 900 672
asso 801.7333 858 1251 950 475 629 658 816 724 866 957 669 891 799 597 886
asso 910.3333 997 723 885 1380 589 769 1803 756 499 1566 629 670 483 1124 782
asso 851.7333 704 493 1190 1352 586 1003 903 936 898 979 607 792 625 810 898
asso 770.7333 872 570 670 1916 648 781 1054 485 657 662 633 812 484 894 423
asso 944.9333 1007 839 750 862 603 858 1006 690 1082 892 776 1238 908 1637 1026
asso 779.3333 705 841 472 553 549 861 610 466 1400 670 725 839 621 1373 1005

mean 809.5897

base 738.1333 1072 942 943 822 494 756 688 607 781 708 532 726 467 752 782
base 822.8 998 755 674 1360 765 992 700 614 865 992 612 769 580 752 914
base 669.0667 765 615 669 580 863 657 747 460 723 715 632 690 638 701 581
base 667.7333 709 585 663 542 565 475 644 555 1109 679 489 611 726 868 796
base 736.6667 753 1058 656 789 602 771 838 628 691 670 626 730 779 732 727
base 815.2667 1230 1091 758 562 611 697 650 421 916 1068 1044 757 864 927 633
base 730.2 1063 637 506 1019 798 529 661 552 803 745 622 900 629 834 655
base 767 828 779 720 557 656 523 1811 546 588 681 880 665 661 798 812
base 643 752 728 622 711 578 588 573 466 550 0 549 668 723 1138 999
base 781.2667 912 773 795 630 726 598 964 435 732 795 1160 889 791 776 743
base 835.2667 952 691 743 724 574 628 1585 469 1290 875 828 750 754 77 889
base 960.1333 1049 1553 1034 1031 700 713 1500 684 594 1135 1243 840 517 900 909
base 819.8667 767 923 947 761 928 645 975 479 1561 736 638 687 700 779 772

mean 768.1846

sem 716.4667 856 642 657 781 557 664 884 521 1059 776 620 713 672 877 468
sem 740.0667 909 548 936 637 645 800 824 524 650 880 626 883 538 692 1009
sem 726.8 1075 686 561 690 773 512 839 560 844 1077 551 610 640 707 77
sem 670.6667 1046 661 581 763 486 450 767 724 978 598 496 749 513 694 554
sem 747.2667 1134 547 629 791 758 577 1037 521 672 1068 661 956 609 677 572
sem 799.0667 737 1183 598 954 1008 753 690 485 1418 669 689 647 549 933 673
sem 769.1333 874 655 738 619 521 546 1860 550 653 1125 717 702 542 77 658
sem 708.8 992 824 773 694 696 629 665 479 853 672 548 683 908 744 472
sem 695.9333 903 668 702 563 646 802 675 509 636 972 644 713 536 905 565
sem 827.4 940 935 1438 807 978 794 908 623 765 869 724 827 550 632 621
sem 710.9333 964 703 846 613 535 610 624 495 1146 684 525 706 471 993 749
sem 935.4667 882 1063 675 762 632 882 1428 755 1272 1350 1169 1065 506 880 711
sem 720.2667 1083 658 648 775 524 1129 1042 853 0 868 671 601 530 735 687
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Abstract— This paper investigates the area of Named entity recognition(NER) which have a magnificent effect in the improvement
of the performance of many natural language processing applications. The NER task in a specific language is achieved by collecting
information about the language and its linguistic characteristics. This paper takes interest in describing this task in general giving
much attention on the efforts applied to Arabic language in specific. It therefore discusses the complexity of Arabic NER and the
challenges that faces this task along with the available language resources. It also discusses the available Arabic tools and systems.
In addition to shedding some light on an ongoing research that aims at building an Arabic NER system. Adopting the Rule based
approach, dictionary based approach, classification based approach and sequence based approach. Each of them is applied for a
specific Named entity types as each type could be recognized through deferent approach.

Keywords: Name entity, Name entity recognition, Arabic name entity tag set.

1 INTRODUCTION

Corpus Annotation originally means attaching linguistic information on lexical level (part of speech tagging),
grammatical functions or non-linguistic information. Annotation of named entities is considered as a part of POS-tagging as a
lexical element is POS-tagged as NE if they belong to one of the categories of proper nouns. A Named Entity (NE) is a word,
or sequence of words that can be classified as a name of a person, organization, location, date, time, percentage or
quantity(Solorio T, 2011).Named entities can be valuable in several natural language Processing (NLP) such as Information
Retrieval and Question Answering tasks text clustering Named entity recognition (NER) systems aim to automatically
identify and classify the proper nouns in text. The Named Entity Recognition (NER) task has been gaining huge attention in
Natural Language Processing (NLP) as it is proved to have a magnificent improvement in the performance of many natural
language processing applications.

Away from the Natural Language Processing application and tools, one of the most important fields which provides
numerous improvement in such applications is Named Entity Recognition (NER). This field is my concern in the paper. The
first research papers in this field was presented by Lisa F. Rau (1991) at the Seventh 2 IEEE Conference on Atrtificial
Intelligence Applications. Rau’s paper describes a system to “extract and recognize company names”[1]. Then linguists
noticed that it is important to recognize such units like names of person, organization and location, and numeric expressions
including time, date, money and percent expressions. The term Named Entity (NE), first introduced in 1995 by the Message
Understanding Conference (MUC-6), is widely used in the field of Natural Language Processing and Information Retrieval.
Since 1995, a lot of studies have addressed NE recognition, tagging and classification.

Named entity recognition (NER) systems aim to automatically identify and classify the proper nouns in text. Named
Entity Recognition (NER) is the task of detecting and classifying proper names within texts into predefined types, such as
Person, Location and Organization names [2]. NER systems play a significant role in many areas of Natural Language
Processing (NLP) such as question answering systems, text summarization and information retrieval.

This paper reports research into the Arabic Named Entity Recognition systems. Challenges of named entity
recognition, Approaches and algorithms for NER have been analyzed and compared on the theoretical level, and resources,
methods and tools for the practical evaluation and comparison of Arabic NER have been designed and implemented.
Reporting the available tools that could be used for Arabic NE tagging and the resource that could be used in building such a
tool. Finally presenting the proposed system architecture a way to build an Arabic NER tool simple, fast and accurate.

2 NAMED ENTITY RECOGNITION CHALLENGES

Although Named entity recognition seems to be a simple task, faces a number of challenges. The NER task in a
specific language is achieved by collecting information about the language and its linguistic characteristics. To understand
the complexity of Arabic NER we need to classify the challenges into two challenges as follows:
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A. Name entity challenges

1) Variation of NEs (Detect the boundaries) Example: e 2as, (Ao 2asa JiuY, 2s0,[Mohamed, Mr. Mohamed Ali,
Mohamed Ali]

2) Ambiguity of NE types for example Locations and person names can be the same (Metonyms) refer to it as
Referential Relativity Interpretation [3] — Example:le 2ess g L, e 2asse 350Y), [Mr. Mohamed Ali, Mohamed
Ali St]

3) Synonymy arises when different names refer to the same entity (Denominational Stability) Example: America
and U.S referring to the United States of America

4) Issues of style, structure, domain, and genre.

5) Punctuation, spelling, spacing, formatting.

To conclude, to be able to identify NEs successfully, there would be a need to analyze the context not only the
NEs but also the surrounding lexical items with their Part of Speech categories. As the most problematic classified words
in POS tagger is the proper nouns.

B. Arabic Named entity recognition challenges

Arabic Language is one of the Semitic languages. It is the mother tongue of 317 million Arabs and the religious
language of more than 1 billion Muslims.[4]. Semitic family is part of the Afro-Asiatic family and its first written form
was introduced in the third millennium BC. The most widely spoken Semitic language today is Arabic It is written from
right to left. It has 28 letters phonemes each letter might has three different shapes according to its place in a word
(initial-middle-final), three long vowels and five main short vowels represented by diacritic marks placed above or below
the letters. Only three letters are not affected by that feature. Six letters in the alphabet have only two possible forms
because only preceding letters could connect to them; these six letters cannot be connected to the following letters.
Avrabic NER faces major challenges [5] :

1) No capitalization: Absence of capital letters in the orthographic form of Arabic, unlike English that the
presence of capital letters eases the process of detecting the Named Entities.

2) Morphological patterns: Challenges come from Arabic morphological patterns because Arabic is highly
inflectional language; often a single word has more than one affix such that it may be expressed as a
combination of prefix(s), lemma, and suffix(s) thus a huge training corpus is required in order to obtain a high
accuracy (See Fig.1) which shows how a whole English sentence could be represented by only one Arabic
word. The prefixes are articles, prepositions, or conjunctions. In order to analyze data there are two methods:
(1) Light stemming: in which all prefixes and suffices are deleted to reach the stem and know the meaning of it.
In this solution treating the affixes as stop words does not affect the meaning. (2) Word segmentation: consists
of separating the different components of a word by a space character.

and they will do it

v v ‘\A

wa + sa + | ya o+ FfaGal  + ouna + ha

Figurel representing a whole English sentence " and the will do it"* with one Arabic word
"'wasayafa3alounaha™

3) Spelling variations: Arabic character may have up to three different forms; each form corresponds to a position
of the character in the word (beginning, middle or end of the word). Arabic has some variants in spelling and
orthographic forms. For example, “a) ¢-a) 2" “Gram” is a spelling deviation and “W siul-Wl 5iu” “Australia” is
an orthographic variant. And using The Kashida [ — ] is a special character for lengthening a letter.
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4)

5)

6)

Ambiguity: Arabic texts have different sorts of ambiguities (different meanings) according to the diacriatization
of the word. For example, “<»3"/“Zahab” in Arabic may be used as a verb goes, or noun gold.

Word Order: Arabic is a free-word order language, in which many named entities cannot be recognized to have
a specific pattern could be detected through. Sometimes the proper noun in the phrase appears next to the
keyword or appears after four or five words after the keyword or appears before the keyword or completely
omitted from the phrase.[6]. For example,”Jis: z s> Giladl Gt 7 “Gilad) Gt I (35 = 552", [Former President
George W. Bush ,George W. Bush, former President]

Transliteration of loan and borrowed words: Arabic has a number of loan Latin words. The difference between
Loan words and borrowed words is that the loan words are words from another language representing a new
concept. On the other hand, the borrowed words are words that users use instead of their own language’s
vocabulary. For example, “sb \Su¥i7or “Suyi zIi” [Alascapay]the first transliteration would be difficult to
detect.
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3 PREVIOUS WORKS (See Table 1)

Since 1996 there was acceleration in NER systems through many conferences in many languages such as German, Japanese, Greek, French, Italian,

Basque, Bulgarian, Catalan, Cebuano, Danish, Hindi, Korean, Romanian, Russian, Swedish, Turkish, Portuguese, and Arabic. Arabic started to receive attention

since 2005[7].Most of the work in NER has concentrated on limited domains and textual genres such as news articles and web pages [8]. The following survey is
structured through three main algorithms (Rule-based, ML-based and Hybrid approach). Here they are chronologically classified started from 1998 to 2012.

ESOLEC'2013

TABLE 1
SUMMARY OF PREVIOUS WORKS IN ANER (ARABIC NAMED ENTITY RECOGNITION)
- Used Corpora Evaluation
Participant Tagging | Evaluation NE types P. | R. [ F-m
Arabic Rule-based NER
(Maloney and Niv 1998)[9] 3214 tokens Person, Organization, Location, Number and Time. 73.0% | 93.5% | 82.0%
(Samy, Moreno et al. 2005)[10] | 900 sentence (F/A)pair | 300 sentence (F/A)pair | -roPer Names  Toponyms, Acronyms , Jobs , 84% | 97.5% | 89.3%
Organizations, Dates
(Nezda, Hickl et al. 2006)[11] 800,000 word 600,000 words 18 NEs drived from Numeric Expression, Temporal | | | g5y
Expression, Quantities, Names, Artifacts
(Mesfar 2007)[12] "Le Monde Diplomatique” corpus Person,_Locatlon, Organization, Currency, Temporal 87%
expression
(Shaalan and Raza 2007)[13] ACE, Treebank corpus 472617 entries Person Named Entity 86.7% | 89% 87.8%
(Shaalan and Raza 2008, Shaalan location, company, date, time, price, measurements
and Raza 2009)[14, 15] 300,000 words 397,069 words ' pany., ; lime, price, ' 91.68% | 93.53% | 92.26%
phone number , ISBN and file name.
(Traboulsi 2009)[16] 245,213,037 words L L L L
(O'Steen and Breeden 2009)[17] ANERCcorp (150,285 tokens) two equal sets Person, Location, Organization and Micsistones 76.4% | 33.1% | 45.9%
(Al-Shalabi, Kanaan et al. 20 articles AlRaya Location, Person, Event, Organization, Temporal, o
2009)[18] newspaper Equipment and Scientific accuracy was 86.1%
(Elsebai, Meziane et al. 2009)[6] e 709 news articles from Person Named Entity e e 89%
Aljazeera
. 80,000 names and 20,000 names and .
(Alkharashi 2009)[19] surnames of Saudi surnames of Saudi Person Named Entity N —_— R
(Zaghouani, Pouliquen et al. One million word 34,000 tokens Person,'Locatlon , Organizations, Dates , Numeric 87.17% | 65.74% | 74.95%
2010)[20] expression
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(Hamadou, Piton et al. 2010)[21] hundred sports texts ?rzr;qkess 01;:1(:thlet|c venues: stadiums, arenas, pools, 97% 95% 96%
(Fehri, Haddar et al. 2011)[22] 4000 texts of sport Player Names, Team Names, Sport Names 98% 90% 94%
300 texts of education S 98% 70% 82%
(Asharef, Omar et al. 2012)[23] 13300 words 6500 words zﬁasgr:nr;ames, organization names, location names 91% 89% 89.46%
g%qu[igjlh and dnter Neumann ANERcorp corpus persons, locations and organizations 43.59% | 16.63% | 33.77
. persons, locations and organizations 83.40% | 70.06% | 76.39%
(Algahtani 2012)[4] 60,000 words 10.000 words -
Person Named Entity 81.81% | 70.24% | 75.59%
Arabic ML-based NER
gzogg)‘igg]sorense” etal, ACE 2003, ACE 2004 S accuracy was 69.2%
(Benajiba, Rosso et al. 2007) [26] izh?I’EOF(e)gorp ,Zb\sl{l(:é)gcorp persons, locations and organizations 63.21% | 49.04% | 55.23%
(Benajiba and Rosso 2007) [27] izl\?éolé)gorp ,ZASI\lIOEOIgcorp persons, locations and organizations 70.24% | 62.08% | 65.91%
(Benajiba and Rosso 2008)[28] ,lb\zl\?llzolggorp ,ZASI\‘IOEOIgcorp Person, Location, Organization and Micsistones 86.90% | 72.77% | 79.21%
(Benajiba, Diab et al. 2008)[29] ACE 2003, 2004 ,2005 corpora and UPV-corpus Person, Location, Organization and Micsistones — _ 83.5%
(Benajiba, Diab et al. 2009) ACE 2003, 2004 ,2005 corpora and UPV-corpus Person, Location, Organization and Micsistones N [ 82.17%
g%ig;?égia Zitounietal. LDC 941,282 Person, Location, Organization and Micsistones — _ 84.32%
%?g)li:lg;]l amid and Darwish ANERcorp , ACE 2005 persons, locations and organizations 86% 69% 76%
(Koulali and Meziane 2012)[32] Avrabic unvowelized documents CoNNL2003 tag set 92.54% | 77.07% | 83.20%
(Alotaibi and Lee 2012)[33] ANERcorp 25674 tokens fwo binary tags "U-NE"for each named entity and ‘" | o6,0695 | 82.25% | 88.6206
(Mohammed and Omar Person, location, company, date, time, price, o 0 o
2012)[34] ANERcorp measurements, phone number , ISBN and file name. 89.93% | 34.25% | 92.36%
Arabic Hybrid approach
. 200 articles from the Al- . L 0
(Abuleil 2006)[35] _ Quds newspaper persons, locations and organizations accuracy was 98.6%
g%i?;i[g?med’ Ali Farghaly et al. ANERcorp , ACE 2003 persons, locations and organizations 90.5% | 87.05% | 88.77%
(Oudah and Shaalan 2012)[37] ACE, ATB v2.0, ANERcOIp person, location, organization, date_, time, price, 90.9%
measure, percent, phone number, file name, ISBN
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4 AVAILABLE TOOLS

A. BBN's IdentiFinder Text Suite™ (See Fig. 2)

Tool that analyzes electronically-stored text to locate names of corporations, organizations, people, and places, including
variations in names. Using statistical methods after the failing of the rule-based system. The system recognize 26 types of
named entity with detection and classification for English, Arabic and Chinese languages. could be accessed through
[http://bbn.com/technology/speech/identifinder]

& EMC - Windows Iniarmai Explarer

G- e = s

umrardr -

T

Alaeda (abo al-Chaida or al-Ohaida) {Arabac: mui-ﬂmm.hmihmj‘mhmhﬂwhﬂ of guermilla militant irab &

1md 5o hove been citablished in 1989 by (ama bia Laden for fightng the Soviet Usion’s Hed Armsy inthe Seviet nar in Alghanizstanl] Al Qaeda’s
ideclogy can be placed withn the Cuatbest stramn of Sunsi-Talam bot bas aluo been heavily mflucsced by Takir [ceation eeded] Dhiama bin Laden cversaw al-
Qraeda’s Snssces and, with Avman al-Zawakini, pronides idoslopeal and stratepe golance [ctston needed] Al Jasda’s obpectives mclode e clemnation of
fioecign mfluesce i Mwslise countries, candication of these decmed to be “miSdeh”, chmetion of Iurael, and the creaticn of & pew Jslessde caliphate [2]

The United Matioas Secariny Council[3) and several US allies[4][S)E][T) 8] bave labebed al-Qaeda a terrorist organization. Iis aflfliztes have allegedly
execated muliiple attacks agmnst rgeis in v countries, the most prossinent being the Sepiembeer 11, 2001, asincks in New York aad Washisgion, DC.
Folowing the September 11 attacks, the United States government bncked a broad military and inteligence campaign knoon as the War on Teroniss, with
the stated aim of dismantding 2l Qa«da and kiling or captorieg ifs operatives.,

The US government states that al-(Jaeda dort mot harve a fiormal hievarchy bt recnsts Sq4d oparsthoes b work independently in suppon of its poals [citation

nevded] Due to it smucsae of sons-mtonseso colls, al-Jaeda’s soe and degree of responsitaliy for parsculer attacks are &culk to citablind Alhoagh the
poveramenls opposed to al-(lasds clom that o his workdwade peach [9] other analyars have saggeited dat those goveraments, o well ad Hams bin Ladea

B CVENTITIES (26) 2 LI RELATIONS ()
= @ ORG () = (I PART-WHOLE (1)
= () Commercial (4) & L Skaadaary {13
B LV Bed mmy (1) Seeviet Union
_ =Bed Amy = ) ORG-AFF (1)
) Umited Mashoas (2) ¥ Mlemberitsp (1)
LN Wiy (1)
= ol PER (8)
= L) Indeidunl (6)
L Ciroep (2)
= ol GPE (11)
& LI Nason (5}
= L Populsiion Cemter ()
F L Simee.cr-Province (1)

Figure 2 Screenshot of an application developed with BBN Identifinder Text Suite™
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B. NetOwelExtractor (NetOwel)

NetOwl Extractor tag entities (over 100 types of entities) and its relationships in unstructured text. It supports multiple
domains (Business, Compliance, Customer Experience Management, Cyber Security, Finance, Homeland Security,
Intelligence, Law Enforcement, Life Sciences, Litigation Support, Military, National Security, Opinion Mining, Politics and
Sentiment Analysis )and languages (English, Arabic, Chinese, French, Korean, Persian (Farsi, Dari), Russian and Spanish) .
It offers English translation of entities extracted from foreign language. [http://www.sra.com/netowl/entity-extraction/]

C. Rosette Entity Extractor (REX)

This named entity recognition software provides semantic tagging to find entities in text using a hybrid approach of statistical
methods, regular expressions and gazetteers. it supports 16 languages including Arabic. Capable to classify 18 named entities
for 6 domains ( health, medical, life sciences, financial, and manufacturing).(See Fig. 3)

Kofi Atta Annan is a Ghanaian diplomat who served as the seventh Secretary
General of the United Nations from January 1, 1997, to January 1, 2007, serving
two five-year terms. Annan was the co-recipient of the Nobel Peace Prize in
October 2001.

Kofi Annan was born on April 8, 1938, to Victoria and Henry Reginald Annan in
Kumasi, Ghana. He is a twin, an occurrence that is regarded as special in
Ghanaian culture. Efua Atta, his twin sister; shares the same middle name, which
means ‘twin’. As with most Akan names, his first name indicates the day of the
week he was born: ‘Kofi' denotes a boy born on a Friday. The name Annan can
indicate that a child was the fourth in the family, but in his family it was simply a

name which Annan inherited from his parents.
Person

In 1962, Annan started working as a Budget Officer for the World Heald Location
Organization, an agency of the United Nations. From 1974 to 1976, he | Organization
the Director of Tourism in Ghana. Annan then returned to work for the] Date

Mations as an Assistant Secretary General in three consecutive position| Nationality
Title

Figure3 Text tagged sample of REX

D. Annoqt
Semi- automatic annotation tool for Arabic, English and French. Annoqt is natively multilingual. It particularly handles
gracefully right-to-left languages and non-latin scripts. Supports overlapping entities (or even entities completely embedded

inside other entities). Has been developed by the CEA ( which is a French government-funded technological
research organization.).[38] (See Fig. 4)

E. CICEROARABIC

It is the first wide coverage named entity recognition (NER) system for Modern Standard Arabic. Capable of classifying 18
different named entity classes with over 85% F. CICEROARABIC utilizes a new 800,000- word annotated Arabic newswire
corpus in order to achieve high performance without the need for hand-crafted rules or morphological information.[11].
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Figure 4 Screenshot of Annoqt tool

F. ANEE: Arabic Named Entity Extraction

Extracts critical information from large amounts of structured and unstructured data using human semantic concepts using a
hybrid approach. provides tagging with 25 main NE categories and 100 Subcategories and setting the relationships between
entities. It is available as a system development kit (SDK) for integration into an existing application, regardless of platform,
ANEE also can be used as a stand-alone application. (See Fig. 5)
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Figure 5 A Sample Entity Extraction Output of ANEE

5 LANGUAGE RESOURCES RELEVANT TO ARABIC NAMED ENTITY RECOGNITION

A. Annotated Corpora for NER purposes :
Some of the Corpora were annotated for the purpose of Arabic NER :(See Table2)
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TABLE 2
ANNOTATED CORPORA WITH NES
Corpus Developer NEs Types Number of Languages
tokens
KALIMAT 1.0 Dr Mahmoud EIl-Haj person, location, rganization 20201 Arabic
—_— and miscellaneous
. .. person, location, organization .
ANERcorp Yassine Benajiba and miscellaneous 150,286 Arabic
(Mostefa, Laib etal. | French Ministry of 5 higher classes and 11 1 462085 é;a?ilgf’]
2009)[38] Research subclasses. e Fre?ﬁch !
Person, Organization, Facility .
ACE Data ACE 2003-2005 and Geo Political Entity 297366 Arabic
iﬁtgo(rﬁézgal (Person, NORP?, facility, Enalish
OntoNotes 4.0[39] Organization, GPE, Location, 400k of glish,
Language . Chinese, and
Lo Product, Event, Art, law and Arabic .
Exploitation) Arabic
Language)
program
God, Organization, Location,
ALTEC Facility, Product, Event,
— Altec Organization Natural object, Disease, Color, 5,000,000 Arabic
Jobs, Nationality, Timex ,
Numex
Arabic WordNet Unknown Unknown 23,481 Arabic

B. Gazetteers:

Some of the available Gazetteers that could be used in building such tool (See Table 3)

TABLE 3
NE AVAILABLE GAZETTEERS

Gazetteer

Number of entities

ANERGgazet

Location Gazetteer: 1,950

Person Gazetteer : 1,920

Organization Gazetteer: 262

HeiNER

(Attia, Toral et al. 2010)[40]

45,000 Arabic NEs.

1.5 million NEs in 16 languages

JRC-Names|[41] 205,000 person and organization names + 205,0000 of
spelling variants
1.5 million English names linked to anther fifteen

languages

Wentland et al. (2008)

Geonames.de Countries and Languages of the World

CJKI's Database of Arab Names (DAN) v3.0 Seven million Arab Names in Arabic

C. Toolkits:

1) Natural Language Toolkit -NLTK: NLTK was originally created in 2001 as part of a computational linguistics
course in the Department of Computer and Information Science at the University of Pennsylvania. Components of
NLTK , Corpora : more than 300Mb annotated data sets widely used in natural language processing contains (
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Brown Corpus, Carnegie Mellon Pronouncing Dictionary, CoNLL 2000 Chunking Corpus, Project Gutenberg
Selections, NIST 1999 Information Extraction: Entity Recognition Corpus, US Presidential Inaugural Address
Corpus, Indian Language POS-Tagged Corpus, Floresta Portuguese Treebank, Prepositional Phrase Attachment
Corpus, SENSEVAL 2 Corpus, Sinica Treebank Corpus Sample, Universal Declaration of Human Rights Corpus,
Stopwords Corpus, TIMIT Corpus Sample. Treebank Corpus Sample ...etc) all of those corpora could be accessed
through the second component of NLTK, Code : 50k lines of code of corpus readers, tokenizers, stemmers, taggers,
chunkers, parsers, wordnet, ... etc.

2) General Architecture for Text Engineering GATE: A full-lifecycle open source solution for text processing. This a
language engineering environment developed at the University of Sheffield. Its first release in 1996. There are set
of resources in GATE: ANNIE ( A Nearly-New IE system) which consists of main processing resources for
information extraction such as : tokenize, sentence splitter , POS tagger ,gazetteer, semantic tagger, document
reset and finite transducer, ANNIE Gazetteer allows the automatic annotation of place with list of places from
18th century reports from the Old Bailey in London, JAPE (Java Annotation Pattern Engine) Regular expressions
over annotations with Finite state transduction over annotations based on regular expressions, ANNIC:
ANNotations-In-Context a full-featured annotation indexing and retrieval system, AnnotationDiff tool used for
evaluation for annotation by comparing two annotated documents with generating figures for Precision, Recall, F-
Measure and false positives, and Benchmarhing tool also for evaluation but it enables evaluation to be done over
a whole corpus rather than a single document its output is written to an HTML file in a tabular form. Balance
Distance Measure (BDM) Ontology Tool

6 PROPOSED SYSTEM

The data used in building the system was a part of ALTEC corpus (3million word) that conducts 10 fields of divided into
275,000 for training and 75,000 for testing. Using the tag set proposed by ALTEC organization to annotate ALTEC corpus.
The tag set built for the sake of Arabic, in light of the BBN tag set and Sekine's extended hierarchy. It is a hierarchy tag set of
three levels in which the first level consists of 15 types and the second level consist of 39 and the third level consist of 72
sub-types to conduct a 104 tags. Tagged through SGML tags but with specific tag names built according to the adapted tag
set. With using the tag "Other" to present a flexible tag set.

The proposed system consists of four main processes. First, preprocessing which conduct the segmentation rules and
normalization. Second, analysis that consists of adding morphological features and noun phrase chucker. Third, the NE
tagging with Rules and gazetteers. Finally, the filtration process (See Fig. 6). In the normalization preprocessing phase all the
variants of one letter are normalized to only one shape for example (I<)i}) becomes ().

Some Issues in tagging process:

The most important thing that we should concentrate on while tagging NEs is that each type should be treated separately and
each type has its specific way of tagging which means

1) Some NE types should be tagged before others for example: the type [Event-Occasion-Sport] before [Location-
Region-Continental] as the second may be a part of the first such as{ & 4¥! s )&l s )50 A5k The African continent
League Cup} in which {348 5, The African continent } is a part of the main NE.

2) Some of specific NEs are listed in the gazetteers such as{ L 4 , Africa} should be listed but {%& #Y), The African}
should not be listed but it should be detected through the trigger word (s_\&) , continent ) because the NE L 4 could
come alone without a trigger word but NE 4.2 4¥! could not come without its trigger word to be tagged with the
type [Location-Region-Continental]

3) Some of trigger words are preceding or following the NEs.
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4) Person Names should be treated in a different way considering the all type of person names Arabic person names
given names(ism), relative adjective (Nisba), epithenton (lagab), teknonym (names that have been derived from the
child's given names), patronymics names (it is derived from the father's name).

5) Most of non Arabic words are not analyzed with the morphological analyzer so most of non analyzed words should
be translated first to know its ne type.

6) The main architecture could be modified depending on the NE type and its structure.

The filtration process, is an important process to make sure of the tagging had been done and detect other untagged words.
For Example, searching with tagged words that have trigger word to detect the same words in non-tagged words. Although
this searching would be good for "Location" detection, it could not be done with the tag type "Titles" as it could be a word
within the text.

A. Evaluation of the system:
The named entity is correct only if it is an exact match of the corresponding entity in the solution ignoring

boundaries[42].Based on micro-averaged F-Measure with:

1. Precision: the percentage of named entities found by the system that are correct.

2. Recall: the percentage of named entities present in the solution that are found by the system.

3. Micro-averaged F-Measure.
Using AnnotationDiff tool which is a part of General Architecture for Text Engineering GATE [is freely available for
download from http://gate.ac.uk] used for evaluation for annotation by comparing two annotated documents with generating
figures for Precision, Recall, F-Measure and false positives.

Arabic Diacritized and non Diacrirized text
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Preprocessing ¢
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Figure 6 The Architecture of the proposed system
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Abstract-This paper compares the performance of various voice coders and evaluates the quality of these
coders over_WiMAX and LTE. Different codecs namely ITU-T G.711, ITU-T G.729, ITU-T G.723.1 and
iLBC are used in the simulation; the performance is investigated using the mean opinion score(MOS) test
and delay in the presence of AWGN channel.

1 INTRODUCTION

Speech signal is the most important one helping people to communicate; although people can transfer
ideas through face emotions, body movements and written material, but the speech signal is the fastest
and easiest way to transfer ideas.

One of the most important and economical speech processing applications is the speech coding. The
speech is segmented into short segments (20 ms for example) and the encoder extracts some features of
the speech signal, and sends the features instead of the signal itself. At the receiver the signal is
reconstructed from these features.

The world of technology has given mankind a powerful way for interaction using Telecommunication.
When invented by Alexander Graham Bell, it was a wired transmission of electrical signals
representing information. Since then, telecommunication technology has achieved tremendous
improvement from text, voice transmission to a modern age high speed real time multimedia content.
The challenges for today’s technology is to develop standards that can help operators to keep the cost
per bit as low as possible, maintaining backward compatibility so as to gain maximum benefit from the
investments. Newer modulation schemes and improved advanced antenna technologies are helping to
achieve the newer heights of success. The technology so far has developed through 1%, 2" and 3"
generation phases and currently 4G (4th Generation) is the best experience till date for users [1].

Two emerging technologies, the IEEE 802.16 WiMAX (Worldwide Interoperability for Microwave
Access) and the 3GPP LTE (Third Generation Partnership Project Long Term Evolution) aim to
provide mobile voice, video and data services by promoting low cost deployment. Both technologies
are intended to offer ubiquitous broadband at multiple megabits per second.

The rest of the paper is organized as follows: a brief about WiMAX and LTE is introduced in section 2.
Section 3 describes speech coding and different types of speech coders. Section 4 includes the
simulation models. Section 5 provides the measurement tools.Section6providesthe results of the
experimental work and simulation results. Finally, section 7 concludes the paper.

2 MOBILE SYSTEMS

The International Telecommunications Union-Radio communications sector (ITU-R) specified a set of
requirements for 4G standards, named the IMT-Advanced (International Mobile Telecommunications
Advanced) specification, setting peak speed requirements at 100 megabits per second (Mbit/s) for high
mobility communication (such as from trains and cars) and 1 gigabit per second (Gbit/s) for low
mobility communication. To meet IMT-Advanced requirements, IEEE 802.16e (Mobile WiMAX) an
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IEEE standard and LTE from 3GPP groups are considered and both satisfy the IMT Advanced
requirements [1].

WiMAXis a technology which provides wireless transmission of data in variety of ways, ranging from
point to point links to the full mobile cellular access. The WiMAX physical layer is based on
orthogonal frequency division multiplexing a scheme that offers good resistance to multipath, and
allows WiMAX to operate in non-line of sight (NLOS) conditions. MOBILE WiMAX uses Orthogonal
Frequency Division Multiplexing(OFDM) as a multiple access technique, whereby different users can
be allocated different subsets of the OFDM tones. OFDMA facilitates the exploitation of frequency
diversity and multiuser diversity to significantly improve the system capacity [2]. It adopts different
modulation and coding schemes (MCS), hence follows adaptive modulation and coding (ACM) scheme
as the received signal strength of a user varies in a cell. Initially the operation band of frequencies was
10-66GHz which was line of sight (LOS) and in the later amendments 2-11GHz band is used which is
(NLOS) [3].

LTE was developed in the Third-Generation Partnership Project as the natural progression of High-
Speed Packet Access (HSPA).LTE is a modulation technique that is designed to deliver 100Mbps per
channel and give individual users performance comparable to today's wired broadband, and it uses
OFDM in downlink and Single Carrier-Frequency Division Multiple Access (SC-FDMA) in uplink [4].
It promises high peak data rates for uplink and downlink transmission, spectral efficiency, low delay
and latency, low bit error rates [5].

3 SPEECH CODING

Speech coding is the process of obtaining a compact representation of voice signals for efficient
transmission over band-limited wired and wireless channels and/or storage capacity. Today, speech
coders have become essential components in telecommunications and in the multimedia infrastructure.
Commercial systems that rely on efficient speech coding include cellular communication, voice over
internet protocol (VOIP) and videoconferencing.

Most telecommunications coders are lossy, meaning that the synthesized speech is perceptually similar
to the original but may be physically dissimilar.

Speech coders differ primarily in bit rate (measured in bits per sample or bits per second), complexity
(measured in operations per second), delay (measured in milliseconds between recording and
playback), and perceptual quality of the synthesized speech [6].

There are different types of speech coders,
A.  Waveform Coders

Attempt to code the exact shape of the speech signal waveform, without considering the nature of
human speech production and speech perception. These coders are high-bit-rate coders (typically above
16 kbps).

B. Vocoders

Preserve only the spectral properties of speech in the encoded signal.
Vocoders produce intelligible speech at much lower bit rates, but the level of speech quality in terms of

its naturalness and uniformity for different speakers is also much lower. The applications of vocoders
so far have been limited to low-bit-rate digital communication channels. The linear predictive coding
(LPC) vocoders which are based on the speech production model operate at bit rates as low as 2kbits/s.
However, the synthetic quality of the vocoded speech is not broadly appropriate for commercial
telephone applications.
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C. Hybrid Coders

The main limitation of the LPC vocoding is the assumption that speech signals are either voiced or
unvoiced, hence the source of excitation of the synthesis all-pole filter is either a train of pulses (for
voiced speech), or random noise (for unvoiced speech).In fact there are more than two modes for which
vocal tract is excited and often these modes are mixed. Hybrid coders combine features from both
waveform coders and vocoders. Several hybrid coders employ an analysis-by-synthesis process in
order to derive code parameters.

The speech coders that will be simulated and implemented in our work are:

*G.711

G.711 is a public domain codec widely used in VolP applications. It was introduced in 1972 by the
ITU. It employs a logarithmic compression that compresses each 16-bit sample to 8-bits. As a result, its
bit-rate is 64 kbps, which is considered the highest bit-rate among the codecs. G.711 offer very good
speech quality [7].

*G.729

G.729 is a licensed codec designed to deliver good call quality without consuming high bandwidth [7].
It is based on the Conjugate-Structure Algebraic-Code-Excited Linear Prediction (CS-ACELP)
algorithm with bit-rate of 8 kbps [8]. The coder operates on speech frames of 10 ms corresponding to
80 samples. In addition, there is a look-ahead of 5 ms, resulting in a total algorithmic delay of 15 ms

[9].

*(G.723.1

G.723.1 is also a licensed codec. It is designed for calls over modem links with data-rates of 28.8 and
33 kbps. Therefore, it has two versions with distinct bit-rates: 5.3 and 6.4 kbps [7]. In this paper, we
consider the 6.4 kbps, which is based on the Multi-Pulse Maximum Likelihood Quantization (MP-
MLQ). This coder encodes speech or other audio signals in 30 msec frames. In addition, there is a look
ahead of 7.5 msec, resulting in a total algorithmic delay of 37.5 msec [10].

*ILBC

The internet Low Bit rate Codec (iLBC) is suitable for robust voice communication over IP. The codec
is designed for narrow band speech and results in a payload bit rate of 13.33 kbps with an encoding
frame length of 30 ms and 15.20 kbps with a frame length of 20 ms. The iLBC codec enables graceful
speech quality degradation in the case of lost frames, which occurs in connection with lost or delayed
IP packets [11], we consider the 13.33 kbps which is based on block-independent linear predictive
coding.

4 SIMULATION OF THE IMPLEMENTED SYSTEM

Figure 1 shows a general block diagram for the transmission of the speech codecs over mobile wireless
system, all simulations were carried out using Matlab R2009a, Matlab built-in function, “awgn” used to
generate AWGN channel.

We have implemented only the mandatory features of the physical layer of WiMAX and LTE, and
assumed a single input single output (SISO) scenario.

P
Lt

¥

P
Lt

¥

Encoder Wireless system Channel Wireless system Decoder
transmitter reciever

Figure 1: General block diagram for the speech transmission over wireless system.

Figure 2 shows the block diagram of the mobile WiMAX transceiver.
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Figure 2: Block diagram of WiMAX physical layer

The randomization process has been carried out to scramble the data in order to convert long sequences
of 0's or 1's in a random sequence to improve the coding performance. After that, we have performed
Reed-Solomon (RS) encoding with the parameters (N = 255, K = 239, T = 8). 2/3 rated convolutional
encoding is also implemented separately on the RS encoder. The encoding section was completed by
interleaving the encoded data. The QPSK digital modulation technique is then used to modulate the
encoded data. The modulated data in the frequency domain is then converted into time domain data by
performing IFFT on it. For reducing inter-symbol interference (ISI) cyclic prefix (CP) has been added
with the time domain data, CP is generated by duplicating the last G samples of IFFT output symbol
and adding them to the beginning of that symbol. Finally the modulated parallel data were converted
into serial data stream and transmitted through the communication channel. At the receiving section,
the reverse procedures of the transmission section have been performed.

Figure 3 shows a general block diagram for LTE physical layer
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Cyeclic prefix. OFDM Demodulation De-Rate Turbo
deletion matching decoding

(b) LTE receiver side

Figure 3: Block diagram of LTE physical layer

The input bits are compared to the maximum code word size which is 6144 bits and if larger, the
segmentation is performed. Segmented code blocks are coded using a turbo coder with the rate of 1/3.
The rate matching block consists of three stages, a sub block interleaver (each code word is interleaved
individually), bit collection, and then bit selection and puncturing. The modulation mapper modulates
the bits with QPSK scheme and the modulated data in the frequency domain is then converted into time
domain data by performing IFFT on it. For reducing inter-symbol interference (I1SI) cyclic prefix has
been added with the time domain data, finally the modulated parallel data were converted into serial
data stream and transmitted through the communication channel. At the receiving section, the reverse
procedures of the transmission section have been performed.

5 MEASURING THE PERFORMANCE OF SPEECH QUALITY
A. MOS Performance

The ‘gold standard’ for measuring voice quality, i.e. ‘listening quality’ is the mean opinion score
(MOS) as specified by ITU-T recommendation P800 [R.2].
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The human listeners are required to classify the perceived voice quality into categories (excellent,
good, fair, poor and bad) and a standardized averaging process is applied to produce a final ‘MOS
score' from a large number of independent assessments. A definition of the MOS categories as
presented to volunteers and their scores is given in Table I.

TABLE |
DEFINITION OF MOS SCORE

Rating Voice quality Level of distortion
5 Excellent Imperceptible
4 Good Just perceptible but not annoying
3 Fair Perceptible & slightly annoying
2 Poor Annoying but not objectionable
1 Bad Very annoying and objectionable

The averaging process produces scores on a continuous scale between one and five, and an average
score of 4.0 or higher is referred to as ‘toll quality’, this being, in principle, the quality of speech
received over a normal domestic wired PSTN telephone link. Such a link would be ‘narrow-band’
(300-3.4kHz) with speech sampled at 8 kHz and normally transmitted by A-law PCM (G711) at 64
kb/s.

B. Delay Performance
Delay is also one of the more important aspects in measuring quality of speech.
The delay of the voice over codecs and the delay of the voice over codecs over wireless systems will be

investigated.
The processor used in our simulation is Intel Core ™ i5-560M Processor 2.66 GHz.

6 SIMULATION RESULTS

Table Il shows the results of the MOS test without noise of the four codecs

TABLE I1
MOS OF VOICE CODERS
Codec MOS
G.711 4.4
iLBC 4.2
G.729 3.95
G.723.1 3.8

From the above table it's clear that G.711 codec has the best MOS in the absence of noise since it has
the highest bit rate followed by iLBC and G.729 coders.

Figure 4 shows the MOS of the four codecs over the WiMAX and LTE at different signal to noise
(SNR) ratios.

In case of WIMAXG.729 has the best MOS in the presence of AWGN followed by G.711 and iLBC.

In case of LTE G.729 has the best MOS in the presence of AWGN followed by iLBC and G.711.
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Figure 4: MOS of the four codecs over WiMAX and LTE
a) WIMAX Db)LTE

Figure 5 shows the MOS of the different codecs over the WiMAX and LTE wireless systems.
All codecs over LTE has a better MOS in the presence of AWGN than over WiMAX, and this is a
logical result since LTE uses a turbo coding while WiMAX uses convolutional coding.
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Figure 5: MOS of the coders over WiMAX and LTE
a) G.711 b) G.729 ¢) G.723.1d) iLBC

In table 111 the delay of the voice over codecs and the delay of the codecs parameters over wireless
systems are shown.

ESOLEC'2013

TABLE Il
DELAY
Codec Codec delay (s) Total delay over Total delay over LTE (s)
WIMAX (s)
G.711 0.01 2.25 0.08
ILBC 0.0147 2.11 0.06
G.723.1 0.07 2.01 0.02
G.729 0.0156 1.05 0.01

From the above table it's clear that G.729 codec has the lowest delay over both wireless systems
followed by G.723.1 and iLBC codecs since it processes small frames.

7 CONCLUSIONS

In this paper, we evaluated the performance of four voice codecs over WiMAX and LTE under AWGN
channel, and we will evaluate the performance under Rayleigh fading channel later. The MOS and total
end-to-end delay were used as performance parameters. G.711 codec has the highest MOS in the
absence of noise due to its high bit rate but G. 729 codec offers the best performance over both
WiMAX and LTE.

The LTE wireless system has a lower delay (since it has a lower complexity) and a better MOS (due to
the presence of a turbo coder in its physical layer) than WiMAX wireless system. However, all four
codecs G. 711, G. 729, G. 723.1, and ILBC show acceptable performance quality for voice over
WiMAX and LTE.
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e The main objective of our research is to prove that using GA with CRF may improve the results of using CRF
only.
e We have already achieved this objective

e Although using GA with CRF improves the results it takes several hours to run

7 CONCLUSION AND FUTURE WORK

Nowadays researchers turned from the age of building systems using single classifiers to the age of mixing the learning
techniques to build more effective systems.

The integration of machine learning techniques becomes like the art. We proved that we can easily use CRF with GA
together in order to build a simple Semi-supervised machine learning Arabic named entity recognition task using a
simple feature setup. To our knowledge CRF and GA aren’t used together before in this field.

The next step comes after this research is to expand the system to cover more entity types, also we intend to use search
algorithms to select the best feature set suitable for these entities in order to increase the F-measure. On other word GA
can be also used to select the feature set in our work.And this may enhancethe obtained results.
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Abstract— One of the important Natural Language Processing applications is Text Summarization, which helps users to
manage the vast amount of information available, by condensing documents’ content and extracting the most relevant facts or
topics included. Text Summarization can be classified according to the type of summary: extractive, and abstractive.
Extractive summary is the procedure of identifying important sections of the text and producing them verbatim while
abstractive summary aims to produce important material in a new generalized form. In this paper, several approaches for
graph reduction are presented. These approaches have different applications in different fields. The paper describe in progress
research to apply graph reduction techniques in abstractive text summarization.

1. INTRODUCTION

Informally, a graph is set of nodes, pairs of which might be connected by edges. In a wide array of disciplines, data can
be intuitively cast into this format. For example, computer networks consist of routers/computers (nodes) and the links
(edges) between them. Social networks consist of individuals and their interconnections (which could be business
relationships or Kinship or trust, etc). Protein interaction networks link proteins which must work together to perform
some particular biological function. Ecological food webs link species with predator-prey relationships. In these and
many other fields, graphs are seemingly ubiquitous [1]. The reduction [2], or simplification, of graph-based models is
critical to the analysis, simulation and control design for systems arising in many diverse areas such as network routing,
image processing, statistical learning, and in distributed control of networked dynamical systems, to name a few. The
reduction is carried out through node and edge aggregation, where the simpler graph is representative of the original
large graph.

The primary aim of our research is to systematically select and review published work and provide an overview of graph
reduction theory, their methods, applications and focuses. This paper proceeds as follows. We provide a description of
relevant reviewed papers and classify them into appropriate categories according to topics. Typically, we only provide
the main ideas and approaches; the interested reader can read the relevant references for details. In all of these, we
attempt to collate information from several fields of research. Our conclusions are presented in the last section.

2. SELECTED STUDIES
We identified five main categories for graph reduction applications: workflow management system, computer vision,

networks, semantic graphs and other application.

A.  Workflow Management System

Workflow technology has been a new hotspot in the area of computer application since 1990. Nowadays workflow
management systems are widely used in improving the effectivity and efficiency of business processes. The production
workflows, a subclass of workflows, support well-defined procedures for repetitive processes and provide a means for
automated coordination of activities that may span over several heterogeneous and mission-critical information systems
of an organization [3]. Production workflow applications are built upon business processes that are generally quite
complex and involve a large number of activities and associated coordination constraints. Using a generic process
modeling language for workflows, we show how a structural specification may contain deadlock and lack of
synchronization conflicts that could compromise the correct execution of workflows. It is essential that a process model
is properly defined, analyzed, verified, and refined before being deployed in a workflows management system. Sadiq
and Orlowska in [3] presented an effective graph reduction algorithm that can detect the existence of structural conflicts
in workflow graphs. The basic idea behind verification approach is to remove some nodes and/or transitions from the
workflow graph G. and keeping the reduction process as long it can reduce the size of process graph. The algorithm
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reduces a workflow graph without structural conflicts to an empty graph. it means that the original process graph G
before reduction does not contain any structural conflicts. Otherwise, it contains deadlock or lack of synchronization
structural conflicts that would be clearly visible form the reduced graph. The algorithm in [4] is based on a set of graph
reduction rules to identify the deadlock and lack of synchronization conflicts that could compromise the correct
execution of a workflow. A complete set of graph reduction rules is presented to reduce the workflow graph. The graph
reduction algorithm can remove all nodes from workflow graphs that are definitely correct. In [5] Lu and Liu proposed a
combined graph-reduction and graph search algorithm which is called "CWRS" to verify workflow graphs. This
algorithm reduces a cyclic workflow graph to an acyclic workflow graph, and then verifies this acyclic workflow graph.
The computational complexity of our algorithm behaves a good performance. So it should be valuable in practical graph-
based workflow verification.

B. Computer Vision

Graph cuts had a growing impact in shape optimization. In particular, they are commonly used in applications of shape
optimization such as image processing, computer vision and computer graphics. Solving problems with a large number
of variables remains computationally expensive and requires a high memory usage since underlying graphs sometimes
involve billion of nodes and even more edges. Examples for computer vision problems include segmentation, image
restoration, dense stereo estimation and shape matching. An efficient algorithm for image segmentation using GraphCuts
which can be used to efficiently solve labeling problems on high resolution images or resource-limited systems is
presented in [6]. A Slim Graph is constructed by merging nodes that are connected by simple edges. A proof is given
that the value of the maximum flow on the Slim Graph is equal to the maximum flow of the original graph. The nodes
connected by a simple edge will have the same label in the final segmentation and can be merged into a single node.
Thus the original graph is simplified to a Slim Graph without changing the energy-minimization problem and the value
of the global minimum. It was shown that the proposed method required much less memory allowing segmentation of
images of reasonable sizes even on mobile devices. A further reduction of computation time can be achieved by using
parallel hardware architecture. In [7] Malgouyres and Lerme proposed a method to improve graph-cuts in this regards. A
formal statement is given which expresses that a simple and local test performed on every node before its construction
permits to avoid the construction of useless nodes for the graphs typically encountered in image processing and vision. A
useless node is such that the value of the maximum Flow in the graph does not change when removing the node from the
graph. Such a test therefore permits to limit the construction of the graph to a band of useful nodes surrounding the final
cut. Energy-minimizing active contour models (snakes) have been proposed for solving many computer vision problems
such as object segmentation, surface reconstruction, and object tracking. Energy-minimizing active contour models
(snakes) have been proposed for solving many computer vision problems such as object segmentation, surface
reconstruction, and object tracking [8]. Dynamic programming which allows natural enforcement of constraints is an
effective method for computing the global minima of energy functions. However, this method is only limited to snake
problems with one dimensional (1D) topology (i.e., a contour) and cannot handle problems with two-dimensional (2D)
topology. Yan et al. [8] presented an algorithm to minimize the energy function associated with 2D snakes. 2D snakes
represent 2D surfaces with connected deformable graphs controlled by vertices and edges. A set of reduction operations
are defined and used to simplify the graph of the 2D snake into one single vertex while retaining the minimal energy of
the snake.

C. Networks
Dynamic, QoS-based routing received considerable attention in recent years, especially considering the difficulty in
predicting Internet traffic patterns and the consequent impossibility to properly plan and dimension the network. The core
of any QoS-based routing algorithm is a network status- dependent cost function that is used to find the optimal (or at
least a suitable) route across the network by solving an optimization problem. Routing can be formalized as the problem
of finding a suitable set of edges connecting two nodes in a directed graph. Casetti et al. [9] introduced a new approach to
QoS routing, the approach can be summarized as NGR (Network Graph Reduction) i.e., a modification of the graph
describing the network before the routing path is computed, in order to exclude from the path selection over-congested
portions of the network. This solution leads to a class of two-step routing algorithms, where both steps are simple, hence
allowing efficient implementation. Chekuri and Korula [10] gave two applications of a graph reduction step to
connectivity and network design problems. This step preserves the global and local connectivity of the graph. The first, is
a polylogarithmic approximation for the problem of packing element-disjoint Steiner forests in general graphs, and an
O(1)-approximation in planar graphs. The second is a very short and intuitive proof of a spider-decomposition theorem of
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Chuzhoy and Khanna [11] in the context of the single-sink k-vertex-connectivity problem. The results highlight the
effectiveness of the element-connectivity reduction step.

D. Semantic Graphs

The increasing availability of online information has necessitated intensive research in the area of automatic text
summarization within the Natural Language Processing (NLP) community. Automatic text summarization can be done
using a semantic graph reducing technique. The reader thus obtains an overview of the content, without having to read
through the text. In building a compact semantic graph, an important step is grouping similar concepts under the same
label and connecting them to external repositories. Few papers address the problem of reduction and enhancement of
semantic graphs. A new method [12] is proposed for reducing large directed graphs to simpler graphs with fewer nodes.
The reduction is carried out through node and edge aggregation based on the maximum entropy principle. As a special
case, this method applies to the Markov chain model-reduction problem, providing a soft-clustering approach that
enables better aggregation of state-transition matrices than existing methods. Graph reduction is utilized for efficient and
effective indexing and retrieval. In [13] the authors focus on the role of semantic graph in web page content visualization
and the role of graph in displaying semantic relations. The semantic graph is generated in the form of subject, object and
verb where subject and object are represented by nodes and verb defines the relationship between them. It also includes
the overall process of a system in creating a smaller semantic graph from the given web page html document. More
compact semantic graphs can be generated [14] by identifying the triplet elements that share the same meaning and can
be therefore merged together under the same label. Additionally, linking semantic graph nodes to external resources, such
as WordNet thus helping in better understanding the graph content. Tamil Document Summarization using sub graph
[15] presents a method for extracting sentences from an individual document to serve as a document summary or a pre-
cursor to creating a generic document abstract. Semantic features of the text are identified using Logical Form (LF)
Parser. The semantic graph constructed using the LF parser is then used to select important parts of the document for
summary generation. The selection of important sentences from the graph is based on three types of attributes, Linguistic
attributes, Semantic Graph attributes and Document Discourse Structure attributes considered as features for learning.
This rich set of features serves as input to Support Vector Machine (SVM) classifier which classifies the sentences as
important or unimportant for inclusion into the summary. In [16] a novel approach is presented to create an abstractive
summary for a single document using a rich semantic graph reducing technique. A model of heuristic rules is applied to
reduce the graph by replacing, deleting, or consolidating the graph nodes using the WordNet relations.

E. Other Applications
Reduction is matching invariant, so it can be used as a speed-up in matching algorithms. Bartha and Kresz [17] presented
a linear-time algorithm to shrink a graph G recursively along its 2-star subgraphs called redexes. The starting point was a
greedy algorithm, which works in linear time only if G does not contain recursively incurring (implied) redexes. Implied
redexes have been detected and reduced during a single bottom-up sweep of the depth-first tree of G, and the resulting
graph was transferred to the greedy algorithm to construct the desired graph r(G).

Pointer manipulation is notoriously dangerous in languages like C where there is nothing to prevent: the creation and
dereferencing of dangling pointers; the dereferencing of nil pointers or structural changes that break the assumptions of a
program, such as turning a list into a cycle. Graph reduction specifications (GRSs) are a powerful new method for
specifying classes of pointer data structures (shapes). They cover important shapes, like various forms of balanced trees
that cannot be handled by existing methods. Bakewell et al. [18] showed how to improve the safety of pointer programs
by providing (1) means for programmers to specify pointer data structure shapes by graph reduction specifications
(GRSs), which are the dual of graph grammars in that graphs in a language are reduced to an accepting graph rather than
generated from a start graph, and (2) algorithms to check statically whether programs preserve the specified shapes.

Natural Language Understanding (NLU) technology is a fundamental component of dialog-based automatic speech
understanding systems. Such systems are typically implemented on telephony platforms and are used to automate the
communication process between humans and machines through natural speech. An important component of such systems
is the semantic parser whose purpose is to recognize structures in the sentence, with the goal to facilitate meaning
extraction. In [19] Huertu and Lubensb introduced a method to represent the semantic parser domain into a single
directed graph showing the parser's labels and their immediate inter-relationships as they exist in the annotated
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development corpora. The authors describe how the graph representation method can be utilized in the reduction of the
complexity of the parser by identification and removal of nodes, edges and structures of the domain graph without major
impact in the parser's accuracy.

Modern embedded systems typically consist of both hardware and software components. Hardware/software (HW/SW)
partitioning Hardware/software (HW/SW) partitioning is one of the key processes in an embedded system. It is used to
determine which system components are assigned to hardware and which are processed by software. The design’s
performance is directly determined by the results of HW/SW partitioning. In [20] Hui et al. presented the idea of graph
reduction techniques for HW/SW partitioning. The task graph reduction technology, which is proposed for HW/SW
partitioning, consists of the sub-graph searching algorithm and the Sub-graph evaluation and selecting algorithm. The
purpose of this pre-process for the task graph is to find all the sub-graphs and to reduce each sub-graph to a single task
node, which results in a new reduced task graph. The partitioning algorithm for the reduced task graph achieved
improvement on partitioning speed and accuracy and also is able to make full use of the hardware area.

Goldman and Ngoko investigated the question of Service Response Time (SRT) prediction of a Web Service
Composition using the graph reduction technique [21]. The authors propose a fast algorithm for graph reduction that uses
less memory and perform fewer operations. The graph reduction approach proceeds in two phases. The first phase deals
with the computation of a reduction order. The idea in such an order is to define an ordered set of decomposable
subgraphs for the reduction. The second stage is the reduction with the defined order.

The bug localization techniques based on graph mining are successfully applied in a wide range of practical problems
arising in software industry. One of the techniques for automated bug localization is usage of call graph. Since size of the
call graph generated is quite large, in [22] a novel algorithm for call graph reduction has been proposed in order to use
the respective call graphs for bug localization, the developed technique stores the parent information in the matrix and
reduced at each level drastically. Information about each node is retained by using the call frequency by annotating each
edge with a numerical weight. Similarly the algorithm used to reduced call graph has various advantages over traditional
techniques.

Consider an agent who seeks to traverse the shortest path in a graph having random edge weights. If the agent has no
information about the realizations of the edge weights, it should simply take the path of least average length (a
deterministic optimization). Generalizations of this framework whereby the agent has access to a limited amount of side
information about the edge weights ahead of choosing a path. Rinehart and Dahleh [23] presented A new graph reduction
for analyzing the value of side information for shortest path optimization was presented this graph reduction that captures
limited but significant information about the geometry of the graph’s path polytope. The resulting reduction serves to
concentrate side information to its ability to help the agent discern the shortest path in the graph, not simply determine its
length.

3. CONCLUSION
This paper presents several graph reduction techniques. These techniques and their applications in different fields are

discussed. These techniques include Workflow Management System, Computer Vision, Networks and semantic graphs.
The objective of this research is to apply graph reduction techniques in abstractive text summarization.
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Introduction

Named Entity Recognition and classification (NERC)

is the process, by which proper names are identified
and classified in unstructured texts and then
classitying them into predefined classes such as person
names, location, organization, and other named entity

types.
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Problem Statement
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Problem Statement(Cont’)

Can we build a system that could detect
e Person names
e Organizations
e Location

In unstructured Arabic text and assign the right label

to each of them, given a small amount of available
labeled Arabic Data??

9/22/2023
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Objective

the objective of this research is to :

e Build An accurate ANER System using a small amount of
supervision in order to recognize only three types of
named Entities :

Person
Location
Organization
In Arabic unstructured text.

9/22/2023
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Motivation

NER is considered an essential sub-task of many NLP
Lack of accurate Arabic labeled data.

Utilize unlabeled data that are exist with large
amounts anywhere.

9/22/2023



==L VT e

/ ———

Proposed Solution

Integrate between CRF And GA to build A semi-
supervised learning ANER Systems

9/22/2023
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Motivation to this solution

The combination of classification methods may
enhance the accuracy of the system .

GA support the results of CRF by Selecting the

optimum sequence of predicted labels produced by
CRF .

Many researches use CRF with GA in the feature
selection process and achieve very good results

9/22/2023
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Motivation to this solution(cont’)

No other researches have used this combination in
semi-supervised learning in ANER field.

The rational of using only the three types is because
the main objective is to try the hybrid algorithm CRF
and GA on the basic three types if it achieves good
results it will be expand to cover more types of entities.

9/22/2023
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Proposed Solution Components

Data pre-processing Module
CRF Module

e Training module

» Testing module
Pre-processor for genetic Algorithm

Genetic Algorithm(GA)
Evaluation Module

9/22/2023
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Data pre-processor Module

This module is responsible for preparing data to be
used in training and testing modules

data pre-

processor
module

Data Set
(unstructured text)

s

Formatted data

e 1
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Data pre-processing(cont’)
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Data pre-processing module

Data cleaning

e Data set contains some useless special characters, these
special characters removed to make data more
reasonable.

e Such as:

“”»
®

)

o + - . etc

9/22/2023 16
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Data pre-processing module

Unifying the variation in spelling

e The variation in spelling in data set reduces the accuracy
of the system because the same word is seen as two
different words.

e Examples of variations:
Ll L e
Sl S 5ol
el
il Jb e
EPNEREPATE

9/22/2023 17



CAdliE gty

Data pre-processing module

Feature Extraction Module

e Data set itself can't be used to learn the computer, these
data must be described by characteristics or attributes
these characteristics or attributes called features.

Tokens B - Eower Feature Tokens described by
Extractio features
e e n Module

\/-

9/22/2023 18
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Data pre-processing module

Template File

e While preparing training file ,A template file also is
prepared

e Template File

This file shows which features re used and how they are
used .

9/22/2023
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token person gaz org gz loo gas=z pers Ind Org ind loo ind
=1 f£alse false f£alse true false f£alse O

al£1 false false false false true false B-ORG
de |Liw Ffalse false false false £false false I-0ORG
Sl g lmdl £false false false false false false I-0ORG
g false false false false false false O

sl false false true false false f£false EB-LoOoC
pal Talse L£alse fal=ze false Lfalse fal=se q

Jedl £alse false false f£false false f£false O

gl £alse false false L£false false false O

s s false false false f£alse true false O
de |l iw Ffalse false false false f£alse false O
Sl g lwmtl £false false false f£false false f£false O
g Talse Tfalse false false false false O

L sl 11 false f£alse true false false f£false EB-LoOC
d-14 3 Ffalse false false false false false O
LalLe Ffalse false false false f£alse false O

L e False L£false false f£alse false f£alse O

g Talse false false false false false O

JbB £false false false f£false false false O

ag iy Talse false false f£alse false L£alse O
dowll false false truese false true f£alse O

dy 1l=1la 1l Talse Lfalse false false false L£al=se O
Sl golbally false false f£false false false false O
—ra LfTalse false false false false false O

w3 false false false false false false O

g4 £alse false false f£false false false O

Al Talse false false false false false O
glxod |l false false false false false false O
Jla>- false false false false false false O
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CRF Module

CRF training module

Training data

described by

features

\/-

Template file
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CRF Module

CRF Test

Test Data

\/-

Learned Model
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&
3
4
5
f
1
i
g

10
11
12
13
14
15
16
17
18
19
20
al
22
23
24
5
26
27
af
29
K]

Jug  false false false true  false false
pat) false  false false false true  true
al# fmlse false false false true  false
Lo Imlse false false  false  false  false
Iyadye falze  false false false false false
pie false  false  false  false false false O
gzl falze false false false false false
w1 false dfalse false false false false O
i false  false  false false false false
gew  false false false false false false
sl false  false false false false false
gl false false false false false falze O
b false  false  false  false  false  false
Gedl falze  false  true  false  true  false
JIjle  false  false  false  false  false  false
ey falze  false  false falze false false
JI false false false false false falze O
bybd| fmlze  false falze false false falze
dwsly )| fmlse false false false false false
# 0.120801

dbs false false false false false false O
yuil trus falze false falze false false
a Lrue  true  true  false true false @
§ false false false false false falze O
iy false  false  true false false false
Lo false false false true  false false O
wil  false false false false false false
?EQG%Z/zfgiée false false false false false

1 E 0.107630

0 0/0,995447 B-LOC/0.001635 B-ORG/D,000303 B-PERS/0.000399 I-LOC/0.0004%3 I-ORG/0.C
0 0/0.921791 B-LOCS0.003444 B-O0RG/0.065345 B-PERS/0.008323 I-LOC/0.000027 I-0RG/O.0
0 0/0.506515 B-LOC/0.022263 B-ORG/0.394094 B-PERS/0,020671 I-LOC/0.003468 I-CRG/0.I
B-PERS 0/0,578552 B-LOC/0.001876 B-CRG/0.030899 EB-PERS/0.02833% I-L0C/0.001448 I-OW
I-PERS 0/0.779117 B-LOC/0.002214 B-CRG/0.011408 B-PERS/0.053176 I-LOC/0,000934 I-OR(
0f0.854442 B-LOC/0.021258 B-ORG/0,010350 E-PERS/0.013716 I-LOC/0.001775 I-ORGSO.0649:
0 0/0.947196 B-LOC/0.012703 EB-ORG/0.005743 B-PERS/0.004216 I-LOC/0.002257 I-0RG/0.0
0/0,964574 B-LOC/0,0L3420 EB-QRG/0.005740 E-PERS/0.004594 I-LOC/0.001407 I-ORG/0,0066
0 0/0.967577 B-LOC/0.013481 B-0RG/0.005622 B-PERS/0.004617 I-LOC/0.001397 I-0RG/D.I
0 0/0.965008 B-LOC/0.013409 B-ORG/D.005164 B-PERS/0.004415 I-LOC/0.001390 I-0RG/O.I
0 0/0.975033 B-LOCS0.011900 B-ORG/0.003170 B-PERS/0.003073 I-LOC/0.001294 I-ORG/O.I
0/0.995089 B-L0C/0.002174 EB-ORG/0.000903 B-PERS/0.000716 I-LOC/0.000256 I-ORG/0,0005¢
0 0/0.966577 B-LOC/0.024320 B-ORG/D.004131 B-PERS/0.002763 I-LOC/0.000593 I-0RG/D.I
O 0/0.408970 B-LOC/D.556862 B-ORG/D.025754 B-PERS/0.000346 I-LoC/0.008870 I-ORG/D.I
0 0/0.732538  B-LOGC/0.007262 B-ORG/D,013360 B-PERS/0.003767 I-LoC/0,180432 I-0ORG/O.I
0 0/0.928970 B-LOC/0.001634 B-ORG/D.013305 B-PERS/0.014321 I-LOC/0.005609 I-0RG/D.I
0/0.910172 B-LOC/0.023388 B-ORG/0.012278 B-PERS/0.017153 I-LOC/0.001317 I-ORG/0,D260
0 (/0.940535 B-LOC/0.015730 B=ORG/D.010087 B-PERS/0.007876 I-LOC/0.002481 I-ORG/D.C
0 0/0.912935 B-LOC/0.033098 B-0ORG/D.016571 B-PERS/0.0092590 I-LOC/0.004301 I-0RG/O.I

0/0.996872 B-LOC/0.000546 EB-0RG/0,000203 B-PERS/0.001404 I-LOC/0.000195 I-ORG/0,0003°
B-PERS B-PERS/0.8986331 B-LOC/0.000917 B-ORG/0.000493 B-PERS/0.986331 I-LOC/0.000036 1
0/0.962014 B-L0OC/0.005011 EB-0RG/0,001028 B-PERS/0.001858 I-LOC/0.003886 I-ORG/D.0016
0/0.986365 B-L0OC/0.003856 EB-ORG/0.002735 E-PERS/0.001343 I-LOC/0.001773 I-ORG/D.0027
B-LOC  0/0.686455 B-LOC/0.271477 B-ORG/0.004223 E-PERS/0.022723 I-LOC/0.012029 I-OR(
0f0,893385 B-LOC/0.025634 B-ORG/0,006877 E-PERS/0,008893 I-LOC/0.043639 I-CRG/0.0084
0 0/0.986094 B-LOCS0.001017 B-0RG/0.004198 B-PERS/0.003172 I-LOC/0.000724 I-0RG/O.(
0 0/0.933338 B-LOC/0.008310 B-ORG/0.026071 B-PERS/D.022313 I-LOC/D.000285 ~T-CRG/0.I
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Genetic Algorithm

A GA is developed to enhance the results come from
the CRF.
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Encoding the solution

This process aims to set the structure of the
chromosome to represent a feasible solution.

what is a solution of the GA module in this work?

GA module is applied to set of unlabelled data with
predicted labels come from CRF testing.

9/22/2023
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Encoding the solution(cont’)

As mentioned before ,the objective of GA is to add
unlabelled data with predicted labels to the labeled
training data to maximize its size and therefore
enhance the accuracy of the system

9/22/2023
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Initial set of labeled data(Seeds)

Small set of labeled
data

P [
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Unlabeled Data

Unlabeled data is partitioned into some parts each
part is about 400 tokens

Part(1)
J

Unlabeled Data

Part(2)
e T

e

9/22/2023



/

“Iterations and unlabeled data
addition

Feature CRF
.. Extracto Tokens with .
Initial seeds ‘ : foatures learning
module
= Module | e

[ CRF Model (1) ]

34
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‘Iterations and unlabeled data
addition

CRF

testing
module

Unlabeled
Part(1)

\_/_

CRF Model (1) ]

Part(1) with predicted

labels and marginal
probability

\_/—
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Part(1) with predicted

labels and marginal
probability
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Tokens and labels that have
the maximum probability
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Tokens and labels that are
combinations of ones that
have max probability and

others that have the second
max probability

\/

36
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Using only CRF

Tokens and labels
that have the

maximum
probability

Add To

\/
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Using both CRF and GA
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predicted labels

and
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\ 2 /
| Solution
Token
| Token(1) Token(2) (n)
[ ———— [ ————
l Second [ Next l Second
max max max
max max max
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Max and second max Encoding

Max 0
Second Max - 1
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Chromosome Encoding

The chromosome length is the length of the part of
unlabeled data.

Each gene in the chromosome represents a token in
the unlabeled data.

The index of the gene is the index of the token

The value of the gene is either :
o—~>the token takes the label with max probability
1> the token takes the label with second next probability

9/22/2023 40
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Example (part

(1))

Label(o,0)

Token(o
)

Label(o,1)

Label(lyl)

Token(1) ]< Label(o,0)

Lab el (n_ly 0)

Tokeln(n-l) ]<

Label(n_lyl)

9/22/2023
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The problem

Select the best labels given max and second max for
the sequence of unlabeled tokens.

Searching for this best sequence given a search space

of all combinations of max and second max labels is
very costly.
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~Using approximate search
technique
Genetic Algorithm(GA)

* Create a population of 30 candidates
 Set score to all chromosomes

» Evaluate the fitness function

* Do GA operators

» Crossover
o mutation

9/22/2023
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population

The initial population is not fully random!!!

The generation of the population is controlled

9/22/2023
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controller

This chromosome is called controller .

Genes have values one if only the difference between
the max and second max is less than or equal to o.2.

All random generated candidates is and with this
chromosome to prevent it to divert from the accurate
results

9/22/2023
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Population and controler

S _—

| |
: e + Controller I L |
| ' - IN : |

Random

population Controlled

population
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GA operators

Selection
e Roulette wheel

Crossover

e single point crossover

Mutation

9/22/2023
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Literature Review

Arabic Named Entity Recognition Using CRF

Arabic Named Entity Recognition Using Simplified
Feature Set.

Integrated Machine Learning Techniques For Arabic
Named Entity Recognition

9/22/2023 49



(1)Arabic Named cntity
“Recognition Using CRF

Authors:

* Yassin Ben Ajibaa

» Paolo Rosso
Year:

® 2008
Contribution:

» Using CRF instead of Maximum Entropy (ME)in order
to enhance their previous work which is developed using
ME
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Results using ME

-

82.23
ORG 47.9 45.02 46.4
PERS 56.2 48.56 52.9

Overall 70.2 62.08 65.91
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Results Using CRF

Precision Recall Overall

LOC 93.03 86.14 89.74
ORG 84.23 53.94 65.76
PERS 80.41 67.42 73.35
Overall 86.90 57.83 79.21
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observations

It is clear from these results that CRF outperforms ME
given the same feature set

This is considered a proof that CRF achieves best
results in Sequences problems like NER

9/22/2023
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~ (2)ANER Using Simplified Feature
Set

Authors:

e Ahmed Abdelhameed
e Kareem Darwish

Year:2009 -2010

9/22/2023
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“ANER Using Simplified Feature
Set(cont’)

Contributions:

e They have trained CRF on features that are primarily use
character n-gram of leading and trailing letters in words
and also word n-gram.

* Their feature set helped to overcome some of the
morphological and orthographic complexities of Arabic
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“ANER Using Simplified Feature
Set(cont’)

Comparing their results in literature using Arabic
specific features such as part of speech tagging on the
same data set and same implementation of CRF

e Although the results are lower by 2 F-Measure for
locations

e They outperformed the best results Benajiba has
achieved overall
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eature

R Using Simplifie
Set(Results)

-

93% 83%
ORG 84% 65%
PERS 90% 75%
Overall 89% 74%

9/22/2023

88%
747%

82%
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CAdliE gty

Hybrid Systems

From single classifier to hybrid Systems

 Integrated Machine Learning Techniques For Arabic
Named Entity Recognition

9/22/2023
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"~ Integrated Machine learning techniques for

Arabic Named Entity Recognition

Authors
e Samier Abdelrahman
e Mohammed Elarnaoty
e Marwa Magdy
e Aly Fahmy

Year of Publication:
® 2010
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Contribution

The solution is an integration approach between two
machine learning techniques, namely:

e bootstrapping semi-supervised pattern recognition

e Conditional Random Fields (CRF)classifier as a
supervised technique.

The contributions are the exploit of pattern and word
semantic fields as CRF features, the adventure of
utilizing bootstrapping semi supervised pattern
recognition technique in Arabic Language, and the

integration success to improve the performance of its
components.

9/22/2023
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Integrated Machine learning techniques for
Arabic Named Entity Recognition

- precision Recall F-measure

96.05% 80.86% 87.80%
ORG 84.95% 60.02% 70.34%
PERS 89.20% 54.68% 67.80%

overall 90.06% 65.18% 75-31%
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Our system results

[1] Baseline

e The model generated here is trained using a small set of
labeled data that includes:

36 person names
34 location names

28 organization names

This model is considered the main seeds for our semi-
supervised model

9/22/2023
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Base line (supervised part)

- precision Recall F-measure

90.75% 75-78% 82. 59%
ORG 70% 43.64% 53.76%
PERS 39.42% 31.81% 35.20%
overall 69.39% 53.41% 57.18%
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wabd . Wehaem Lime-sss
woeé T

bl welecremm
s NG
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Using only CRF
I L 2 R 2

92.59% 79-78% 85.71%
ORG 80% 43.24% 56.14%
PERS 43.75% 31.81% 36.84%
OVERALL 72.11% 51.61% 59.65%
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Using CRF and GA
I ™ [ S [ S,

93.75% 79-78 86.20
ORG 73.07 51.35 60.31
PERS 47.05 36.36 41.02
Overall 71.29% 55.83 62.51
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UUsing onlv CRF

- precision Recall F-measure

LOC 94.93% 79.78% 86.70%
ORG 72.00% 48.64% 58.06%
PERS 40.00% 31. 81% 35.44%
overall 68.97% 53. 41% 60.06
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Using CRF and GA
I ™ [T R [T S,

94.93% 79-78% 86.70%
ORG 77.27% 45.94% 57.62%
PERS 46.87% 34.09% 39.47%
OVERALL 73.02% 53.27% 61.26%
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Using only CRF
I L R L

92.59% 79-78% 85. 71%
ORG 80% 43.24% 56.14%
PERS 44.11% 34.09% 38.46%
overall 72.23% 52.37% 60.10%
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Using CRE and GA_ =

LOC 93.75% 79.78% 86.20%
ORG 81.81% 48.64% 61.01%

PERS 44.73% 38.63% 41.46%
Overall 73.43% 55.68% 62.89%
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UUsing onlv CRF

_ Precision Recall F-measure

LOC 93.58% 77.65% 84.38%
ORG 81.81% 48.64% 61.01%

PERS 36.84% 31.81% 34.14%
overall 70.74% 52.7% 59.84%
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Using CRF and GA

_ Precision Recall F-measure

92.59% 79-78% 85.71%
ORG 80% 43.24% 56.14%
PERS 45.94% 38.63% 41.97%

OVERALL 72.84% 53.88% 61.27%
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Using only CRF
_

92. 59% 79-78% 85.71%
ORG 80% 43.24% 56.14%
PERS 40.54% 34.09% 37.03
overall 71.04% 52.37% 59.62%
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Using CRF and GA

_ Precision Recall F-measure

93.75% 79.78% 86.20%
ORG 80.95% 45.94% 58.62%
PERS 44.11% 34.09% 38.46%
OVERALL 72.93% 53.27% 61.09%
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Summary of results

64

63

62

61

60

5 pek|

58
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part1

part 2

part 3

part 4

part 5

m CRF
® CRF and GA
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conclusion

the integration between GA algorithms and CRF
outperforms Using The CRF only in all parts

Not always adding new unlabeled data to the training
data enhance the results

9/22/2023
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Bel-Arabi Advanced
Arabic Dependency
Structure Extractor

Michael Nashaat Nawar
Mahmoud Nabil Mahmoud




Agenda

Problem Definition
Related Work
System Architecture

10/7/2024

System Limitations
System Evaluation
Demo




Problem Definition

* Limited work has been practiced on Arabic NLP.

* Dependency Structure Extraction is a complex task.

10/7/2024

* Arabic dependency structure extractor can solve many problem
such as automatic diacritics, Arabic sentences correction and
accurate translation.




Related Work

* Al Daoud et al. propose a framework to automate the relation
extraction of Arabic language verbal sentences.

10/7/2024

* Attia built an Arabic parser using Xerox linguistics
environment.

* Habash et al. construct The Columbia Arabic Treebank
(CATIB).




System Architecture

10/7/2024

Morphological
Analyzer
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System Limitations

* The system is assuming that sentence has been written
correctly.

10/7/2024

* The system assumes the verb as it is in the active voice.

* The dependency structure extractor does not prevent errors
that are related to incorrect use of semantic meaning, means
that the semantic analysis is not verified




System Evaluation Results

* We have generated 600 sentences consisting of 3452 tokens.

| Tags Pases _[signs

Precision 0.9567
Recall 0.9422
F-measure 0.9504
ltem Accuracy  0.9333

0.9575
0.9518
0.9546
0.9409

0.9801
0.6426
0.7230
0.9449

10/7/2024




Tools

* Microsoft Visual Studio 2010 w

Microsoft®

Visual Studio
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* QT Creator for Graphical user interface




Future Work

* Increasing the coverage of the morphological analyzer by using
other data sources like Wikipedia Arabic dump.

10/7/2024

* Using more corpora to train Stemmer, POS tagger, and Base
Phrase Chunker.

* Increasing the coverage and the accuracy of the dependency
structure extractor by writing more rules.
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Sentiment Analysis Improvement
Using the Transformation
of
Colloquial Text to Standard Arabic

Fatma El-zahraa El-taher
Alaa El-Dine Ali Hamouda
Salah Abdel-Mageid
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Introduction

e Sentiment Analysis becomes very important due to
the increase of on-line social-oriented content (e.g.,
user reviews, blogs, Facebook comments, tweets,

etc)

* Although there is a lot of work in sentiment
analysis in different languages, there is a limited

research in sentiment analysis for Arabic content.
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Introduction

e Users have become more interested in following

news and governmental pages on Facebook

) 4,197,917 likes

21550 Calaa A )l dsaca ) daduall 1,294,174 likes

s LAl Ak 1,174,196 likes




Survey

Do you Follow the popular How many comments do you
pages? usually read?

M Less than 20

B Some Less
than 50times

M Less than 70
care

M Less than 100

M Less than 150

O R N W H~H U1 O W

*We made a survey with a population 497 of Facebook users
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Problem Definition

1,298,438 * 8 yandl elyjodl padseo Sl ) fuouw I Goenanll
like this

Movember 26 at 7:56pm near Cairo * ¢
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Like - Comment - Share [5) 69

322 comments

p 75 people like this.
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Sentiment Analyzer Block Diagram

———— ==
I Post I | Comment l||
|t —— -

Y 2

4 )

Prepossessing:
+ Stop words removal
* Redundancy comments

removal
* Very long comments Transformation from Egyptian
removal :> Arabic dialect to MSA

.

Feature extraction (for analysis)
* All words of posts and comments

* Number of negative words in post <:| NLP(POST and Stemmer)
* Number of negative words in comment

* Relevance with post

U

classifier

.




Data Collection

Prepare collection of comments as corpus

* For training data set, we collected comments from
news and governmental Facebook pages

e Corpus size is 1200 comments collected from 49

posts.

e Comments are divided into 3 groups; supportive
comments, attacking comments and neutral

comments.
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Proposed Solution (Cont’)

Preprocessing Stage:
1. Stop words removal like ( ) 52 <03

2. Special character and redundancy letters

removal like ( @,!, % ,J3.5.9.53.58%)

3. Long comments removal (ignore comments

with number of words more than 150 words)

11



Features Extraction
1. All Words in Posts and Comments Feature

Example :

Post: 4 gzall e sliaiunl) Gad Glua Zdlly 88 (5 55 3al)
Commentl:oles Zad b &lad g Wy

Comment2:aSusdil g 4 saall (o) i

G aSudil |1 guria lad o L Lgall | elain¥) | glea | gdll | AL | s
Comment1 N C C N N M M H M M M
Comment2 C N N C C H M M M M M

“C“ word is not in the post or the comment. “M” word is in the post only.

“N” word is in the comment only. “H” word is in both of the post and the
comment. 12



Features Extraction (Cont’)

2. Number of Negation Words in the post

It is @ measure for the degree of negation in the post

Number of negative words in the post

length of the post

3. Number of Negation Words in the comment

It is @ measure for the degree of negation in the comment

Number of negative words in the comment

length of the comment

13



Features Extraction and Classification

4. Relevance with post
Tf=F (1)

F is the number of occurrences of the word . Then the relevance is
calculated using Cos function.

Then we apply SVM on these features.
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Sentiment Analyzer Block Diagram

———— ==
I Post I | Comment l||
|t —— -

Y 2

4 )

Prepossessing:
+ Stop words removal
* Redundancy comments

removal
* Very long comments Transformation from Egyptian
removal :> Arabic dialect to MSA

.

Feature extraction (for analysis)
* All words of posts and comments

* Number of negative words in post <:| NLP(POST and Stemmer)
* Number of negative words in comment

* Relevance with post

U

classifier

.
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System Evaluation

Egyptian Comments
Precision Recall
Attacking 59.8% 95.1%
Neutral 42.1% 4.1%
Supporting 55.7% 20.5%
Average 55.8% 59.1%
F-Measure 50.3%
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Sentiment Analyzer Block Diagram

———— ==
I Post I | Comment l||
|t —— -

Y 2

4 )

Prepossessing:
+ Stop words removal
* Redundancy comments

removal
* Very long comments Transformation from Egyptian
\_ removal y, ::> Arabic dialect to MSA

Feature extraction (for analysis)

* All words of posts and comments

+ Number of negative words in post <|: NLP(POST and Stemmer)

* Number of negative words in comment

* Relevance with post

U

.

classifier
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Some Transformation Rules

* Remove the suffix (U¥) from the end of negation
verb.

like <elY ummm U¥e) L
* Replace the letters (= <z) from the verb with
((( <m0
« Remove the prefix (< ,Qi)from the passives verb

Like (2 _pa r— Q_pail

18



New Features
1. Part of Speech Tagging

POS Tagging segments comment to words and gives each word a tag.
In this case, a word with a tag is used as a feature. So we replace a

word "&L" with " &h/VBP ",
2. Stem

stemmer takes an Arabic word and returns the stem of it. In this case,
the stem of the word is used as a feature. So we replace a word " <4/’

with “4"

We used Stanford POST and Khoja’s Stemmer
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62.50%
62.00%
61.50%
61.00%
60.50%
60.00%

59.50%

System Evaluation

M F-Measure

MSA
Comments
(POST)

MSA
Comments
(Stemmer)

MSA
Comments
(POST and
Stemmer)
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Conclusion

We construct corpus for supportive, attacking, and
neutral comments with regard to different posts.

Then we apply SVM classifier on Egyptian Arabic
dialect and on the transformed comments into MSA
after applying POST and stemming.

The performance of the system improves by using
the POST and stemmer.

By applying the system in Egyptian comments, the
performance of the system reaches 50.3%

The best result is obtained by using POST on MSA
Comments. We could reach up to 63.5% of accuracy
on the test set.
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Deep neural networks (~1985)

Back-propagate
error signal to
get derivatives
for learning

Compare outputs with
correct answer to get
error signal

om—

input vector
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QUALITATIVE METHODS
- NARRATIVE

 PHEMONELOGICAL
* GROUND THEORY



