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Abstract—Answer Extraction is very important component in Statistical Question Answering systems. The goal of Answer
Extraction is to generate a list of answer candidates to be ranked in the Answer Selection component. We designed hybrid
approach architecture to increase both precision and binary recall of the answer candidates list without hurting the end-to-end
system accuracy. The proposed approach is the top of the fruits of three precision-oriented approaches and one recall-oriented
approach. We delivered a robust design that can be applied to other languages by replacing the current language components
with targeted language components.

1 INTRODUCTION

A common architecture of Question Answering (QA) system consists of three main components. These main components
are: 1) Question Processing Component whose heart is the question analysisand query generation components, 2) the
Information Retrieval also called Document Processing or Search component, and 3) the Answer Processing Component
whose heart is the Answer Extraction and Selection. Figure 1 shows the pipelined architecture and the interaction of
these components.

The Question Processing identifies the focus of the question, classifies the question, gets the set of keywords and terms,
derives the expected answer type, and generates semantically equivalent formulations of the question. The formulation
set beside a set of keywords, terms are used to generate both expanded and non-expanded queries against the targeted
information retrieval system.

The Search component uses the generated queries from the previous step to retrieve collections of related documents and
passages to the queries. QA uses corpus of documents, web corpus, web search engines, knowledge-bases and/or triple
storages in the Search phase.

The Answer processing is the final component in question answering system. Both answer extraction and selection is the
effective factor on question answering system for the final results. It is also the most important component because it is
responsible for delivering the right precise answer to the user.

Answer Extraction is a key component in any Question Answering system and it is the focus of this paper. Answer
Extraction is the process of extracting candidate answers from documents and passages retrieved by the search
component. These passages and documents may be web documents, Wikipedia documents, Newswire documents,
knowledge peace and/or triples. In other words, Answer Extraction is the process of candidate generation [4]. The result
of Answer Extraction component will be a set of initially scored candidate answers that will be ranked or classified using
Answer Selection component.

2  ANSWER EXTRACTION APPROACHES

There are two types of approaches based on answer type ontology, in another way — the targeted set of questions to be
answered.

A. Answer Extraction independent on type ontology

This approach is very useful in domains where type-based answer extraction and reliable type identification is impossible.
The scenario where type-independent answer extraction fits is introduced by [6] in developing IBM Watson’s QA system
that compete against humans in Jeopardy! quiz. [3, 4] proposed a type-independent approach for search and candidate
generation used in Watson’s QA. They exploited the unique nature of Wikipedia documents and its metadata. The goal of
this approach is to increase the recall of answer extraction and eliminate the usage of answer type ontology. To apply this
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idea, they began with the search and applied a three-pronged search strategy (Document Search, Title in Clue (TIC) and
Passage Search).
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Figure 1: Common Architecture of QA systems

The next step was Candidate Generation from the retrieved content using Wikipedia metadata. In [4] they proposed dual
strategies (Title of Document candidate generation and Anchor Text candidate generation). The Title of Document
candidate generation strategy is effective for retrieved document with title that may be or contain an answer. Anchor Text
candidate generation extracts the candidate answers using anchor text and redirects metadata from Wikipedia documents.
The main concept they depend on here is salient concepts are often hyperlinked only in its first occurrence in a Wikipedia
document. All salient concepts connected to the title of the document contains the retrieved text segment are retrieved.
All salient concepts present in the text segment are extracted as candidate answers. This approach increases the binary
recall of candidate generation in both Jeopardy! And TREC data sets.

The same authors of [4] completed their work in Watson’s QA [3] by using extra approach beside the previous ones.
They used the famous Answer Lookup approach. This approach tries to translate natural language into formal machine
language (i.e. first order logic or Bayesian logic) then either looked up the answer from a structured knowledge base or
use it to help in driving other answer using reasoning for known facts. Watson tries to exploit the capability to extract
some useful relations in the question and convert it into a query against structured sources such as DBpedia [7] and the
Internet Movie Database (IMDB) [8] and the retrieved results will be candidate answers. This approach increased both
binary recall and end-to-end system accuracy.

B. Answer Extraction dependent on type ontology

This approach is widely used in QA systems due to the fact that if the system knows the expected answer type, this will
help in getting a list of answer candidates with high precision. High precision will make the job easier for the next step,
Answer Selection. There are a variety of techniques that depends on type ontology as follows:

1) Pattern-based Answer Extraction: Early QA systems used surface text information such as hand-crafting patterns
and automatically acquiring surface text patterns [10, 11]. Gonzalez et al. [12] used regular expressions to extract answer
candidate from the retrieved passages. It applies on Spanish language and they retrieve answer candidates depending on
answer type. CINDI QA [13] extracts candidate answers from pre-defined lexical patterns and they call it templates. It’s
almost the same approach. There are a few shortcomings of pattern-based approach. Firstly, manually constructed surface
patterns usually return a list of candidate answers with good precision and poor recall [9]. Ravichandran et al.[11] tries to
address this issue by introducing an automatic learning approach for these patterns, but still got low recall.

These text patterns are collected automatically in an unsupervised fashion using a collection of trivia question and
answer pairs as seeds. A seed is a sample containing the question term and the correct answer for a given question
category. Consider the same example of the authors: the term is ‘Mozart’ and the correct answer is ‘1756°, for the
question category ‘year’. The pair is submitted to a search engine and the top N results containing both terms are used to
extract a pattern able to match the question term and answer. Those patterns are then generalized, by swapping the
question term and answer by the <NAME> and <ANSWER> tags, respectively. In this example, patterns like:

a. born in <ANSWER> , <NAME>

b. <NAME> was born on <ANSWER> ,
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c. <NAME>( <ANSWER> -

d. <NAME>( <ANSWER -)
could be extracted. The process is repeated with other seed pairs, learning thus more patterns and reining the existing
ones. After this, new queries are created from the seeds with only the question terms (without the answer this time) and
the obtained patterns are used to extract the answers. The answers retrieved with the patterns are then compared with the
expected answer. The ratio of correctly extracted answers becomes the precision of the pattern that originated such
answer. The values found represent a probability of each pattern to find the correct answer and are used later to decide
what candidate answers are returned as the correct ones.

The problem of low recall is that it is the main cause of bad performance in many pattern-based approaches [14]. To
solve this problem, [15] combine patterns with other statistical methods. They followed the approach described in [11] to
extract a set of 22,353 patterns, and then they used a maximum-entropy classifier on a training set that has 4,900
questions to learn the appropriate weights of these patterns.

Another problem discussed by [11] is that surface patterns cannot capture long-distance dependencies. This problem
can be solved by approach proposed by [16]. The approach aims to recover syntactic structures in the answer sentences,
and enhance the patterns with such linguistic constructs.

2) Named Entity-based Answer Extraction: Almost all question answering systems uses named entity (NE) to extract
candidate answers. The idea is that factoid questions can be classified into several distinctive types, such as “location”,
“date”, “person”, etc. [9]. Let’s assume that we can recognize the question type correctly, then the potential answer
candidates can be limited down to a few NE types that correspond to the question type. This will increase the precision of
answer candidates list and make it easier for answer selection phase.

For example, if the question is asking for a date, then an answer string that is identified to be a location type named-
entity is not likely to be the correct answer and will be discarded from the very beginning. However, it is important to
bear in mind that neither question type classification nor NE recognition is perfect in the real world. They still have a lot
of work because NE classifiers still work on three to seven classes, although question type ontology at least consists of
50 classes. Therefore, although systems can benefit from having fewer answer candidates to consider, using question
type and named-entity to rule out answer candidates deterministically [17 - 18] can be harmful when classification and
recognition errors occur.

3) N-grams-based Answer Extraction: This approach is to get N-grams from retrieved sentences from IR as a
candidate answers. Deepak et al. 2003 [5] parse each of these sentences and get a set of chunks, where each chunk is a
node of the parse tree. Each chunk is viewed as a candidate answer. They restrict the number of potential answers to be at
most 5000.

Aranea [1, 2] generates all n-grams of terms, from unigrams to tetra-grams, from retrieved passages. These n-grams
have an initial score, depending from which query they are from, and are considered the candidate answers.

The aforementioned type ontology-dependent approaches — pattern-based answer extraction and named entity-based
answer extraction — both come from the answer sentence side. The only information we have extracted from the question
side is the question type, which is used for selecting patterns and NE types for matching.

3  SYSTEM ARCHITECTURE

We are motivated to get the advantages of both main approaches form the literature to maximize the binary recall and
don’t hurt the precision since we are focusing on factoid questions. It’s very important for Answer Extraction and the
whole QA system to include the correct answer among answer candidates without add more noise that will affect the
Answer Selection badly. Being large, candidate answers list will make Answer Selection fail to identify the correct final
answer. So, we proposed a new hybrid Answer Extraction component as shown in Figure 2.

A. Knowledge-based Answer Extraction component

As we mentioned later, early QA systems tries to parse a natural language question into useful semantic representation
that the machine can understand. Although this task is very old, it stills an open problem and no one provide a generic
solution. This approach has high precision and very low recall but still can find right answers for some question while
other approaches can’t. The parsed question will be translated into structured query representation against some
knowledge-bases like DBpedia and IMDB. To construct such structured queries, a semantic relation like first-order logic
should be extracted as a part of Question Analysis component. In our architecture, we used a pattern-based approach to
detect some relations for frequent question types with the aid of our hybrid Named Entity Recognition (NER) component.
This logic will be translated into a query written in a query language supported by the knowledge-base. (i.e. SPARQL).
For example: consider the question “What is the capital of Syria?” (TREC 11, question number 1447) the question could
be interpreted into the form “<Syria><capital> ?result” where “<Syria>" and “<capital>" are the resource link for Syria
entity and capital property in the knowledgebase respectively and “?result” is the expected list of search results. The
Answer Extraction will use this list and add it to candidate answers set. An example of a question that this component
succeed to retrieve the correct answer among other candidate answers while other approaches fail is “What lays blue
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eggs?” (TREC 11, question number 1410). The question could be interpreted into the form
“?resultEntity<eggcolor><blue>" where “<eggcolor>" is the property name, “<blue>" is a label represents the value of
that property and “?resultEntity” is the expected list of search results which will contain entities that can lay blue eggs.

Question Search Component Answer Extraction Answer
Processing Selection
DBpedia Knowledge-based
Structured Query Freebsse Lo Knowledgebase Answer Extraction -
Generation IMDB &
= - Search e,
o
Question Analysis [ ’m\ Pattern-based 3
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—— Wikipedia Index
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Figure 2: Hybrid Answer Extraction and its dependencies system architecture

B. Pattern-based Answer Extraction component

Our pattern-based approach is a semi-supervised learning approach and flows from Question Analysis component to
Answer Extraction component. The learning is done in offline step. We will discuss this approach via an example to
make everything clear. Consider the question “What is the capital city of New Zealand?” (TREC 11, question number
1530) is our example. We used a set of questions and there answers from TREC to train the system. We expanded this set
manually to provide more generalization for the form that the question can be asked in and provide some synonyms of
properties and entities appeared in the original question.

For the above example, a valid set of expanded question could be {*What is the capital of New Zealand?”, “What is New
Zealand’s capital?”, “What city is the capital of New Zealand?”’}. We annotate these questions with the aid of our hybrid
NER as follows: The Question Analysis component detects entity, property and zero or more context parameters. In our
example entity will be “New Zealand”, property will be “capital” and there are no context parameters. It will interpreted
to be “What is the <PROPERTY> of <ENTITY>?". This analysis will be used in query generation. The generated queries
will also contain the correct answer (ex: “New Zealand” “capital” “Wellington”) and will be submitted to a web search
engine to get a set of relative sentences which contains both important question parts and the correct answer.

Consider a sentence “Wellington, the capital city of New Zealand ...” will be analyzed and the result will be
“<ANSWER>, the <PROPERY> of <ENTITY> ...”. Another sentence could be “Wellington is the capital city and
second most populous urban area of New Zealand” will be interpreted into“<ANSWER> is the <PROPERTY> and
second most populous urban area of <ENTITY>". A third sentence could be “Wellington - New Zealand’s capital city -
is also known ....” will be interpreted into “<ANSWER> - <ENTITY>’s <PROPERTY> - is also known ....”.
We can then learn the pattern(s) from these interpreted forms by unifying them in one or more generic regular expression.
It should be:

“<ANSWER>\s*(,|-| )\s*(is)?\s*the\s+<PROPERTY >\s+(.*?)\s*of<ENTITY>"

“<ANSWER>\s*(,|-| )\s*<ENTITY>’s\s*<PROPERTY>"

Then, in Answer Extraction we can extract <ANSWER> to be candidate answer.

Because this approach requires manual work and it’s too hard to figure out a lot of possible questions, it has a high
precision and low binary recall.

C. Named Entity-based Answer Extraction component

Named Entity-based answer selection is used in majority of QA systems. It depends heavily on two components;
Question type classifier and NER. Consider the question: “When is Mexico's independence?” (TREC 11, question
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number 1820). The question type classifier will classify this question to be “DATE” and this will help in formulating the
appropriate query. Some search results could be “Independence Day is a Mexican holiday to celebrate the cry of
independence on September 16, 1810, which staked a revolt against the Spaniards.”. Here, the NER will detect
“September 16, 1810 as a DATE entity and the named entity-based component will count it as an answer candidate and
will discard all other named entities like “Independence Day”, “Mexican” and “Spaniards”.

Another example is: “Where are the British Crown jewels kept?”. The question type classifier will classifies this question
as of type “LOCATION”. A search result could be “The Crown Jewels have been kept at the Tower of London since
1303 after they were stolen from Westminster Abbey.”. A possible candidate answers could be “Tower of London” and
“Westminster Abbey” because they are of type “LOCATION” and other named entities from other types like “The Crown
Jewels” and *1303” will be discarded.

It’s now clear that this approach is highly precise but has low binary recall because question type classifier and NER are
not perfect. Although, question type classifier accuracy is above 90%, NER accuracy still not that big especially in open
domain. Beside if the question type classifier messes up in detecting the right question type, the problem will propagate
in the whole system with a wider spectrum. For example: if the question originally asks for “PERSON” and misclassified
to be of “LOCATION"type, then Named Entity-based component will mess up and the answer candidates will not
contain the right answer.

It will be not valid to consider all named entities in the search result because this will increase the binary recall and harms
the precision. We will not consider this as a solution because our hypothesis depends on getting advantages from other
approaches to solve the current approach problems. To solve the problem, we consider a hybrid NER to increase the
accuracy and both precision and recall of extracting candidate answers based on question type. This hybrid NER
combines advantages of statistical classifier, extraction patterns and gazetteers. This will increase the binary recall of
Answer Extraction phase with reasonable percentage.

Another solution to solve the decrease of binary recall in both Pattern-based and NamedEntity-based components which
are precision oriented approaches is to use a recall oriented approach beside the precision oriented ones as in the next
component.

D. Wikipedia Metadata-based Answer Extraction component

This component is responsible for offline indexing of Wikipedia text and its metadata (Extended Wikipedia Index in
Figure 2) as in [3, 4]. The indexed metadata is document title, entities and its synonyms gathered by entities links
redirects. This approach based on heuristics that the encyclopaedias’ title may contain the answer of some questions
because these encyclopaedias are much organized than other documents. Another heuristic is most of questions’ answers
are entities while Wikipedia have annotated entities (anchor text) in its documents body and also appears in the context
of the question asked. The final heuristic is entities redirects are a natural source of how entities can be called in many
contexts. All these heuristics are covered in Wikipedia. After submitting the query to Extended Wikipedia search, beside
the retrieved passages all salient concepts (entities) connected to the title of the document contains the retrieved text
segment are retrieved.All salient concepts present in the text segment are extracted as candidate answers. All the
retrieved concepts are considered candidate answers. This component extracts candidate answers independent on the
question type and so, it will enhance binary recall in the questions where question type classifier fails to get the correct
type of. This approach proved an increase in binary recall on non-numbered factoid questions dataset from TREC 11 and
12.

4 CONCLUSIONS

We proposed a robust architecture for a hybrid Answer Extraction component of a QA system. The design is robust
and not coupled to a single system. It can be applied to other language by replacing language components. It exploited
the unique nature of each of the used approaches to build all-in-one approach that increase both precision and binary
recall. It can be used in domains that the question types are easy to be extracted from the questions and in other domains
that lack question type information. The hybrid approach depends heavily on other components like hybrid NER, search
and question analysis components. The question interpretation can be enhanced in the future to convert more questions
into structured queries. Also, Pattern-based Answer Extraction component could be enhanced in the future to cover more
patterns without hurting precision.
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Abstract-- Requirements analysis phase is the first step of software building process. This phase formed a Software
Requirements Specification document (SRS). SRS document will be the base for development team to build a software
application. The document contains sentences and statement that state the functional and nonfunctional requirements.
Sentences in SRS document are likely to contain ambiguous words. The ambiguity means that every word could have a
different meaning for every person who reads it, in this case the development team. Therefore, it is necessary for a tool that
can solve the ambiguity of SRS document. The tool helps the developers to extract a specific need in SRS document into UML
diagrams. It can help system analyst in determining and removing the ambiguity of a requirement statement. In this paper, we
describe an automated approach to identify and remove ambiguity, which occurs when text is interpreted differently by
different readers.

Key words: Software Requirements Specification, Natural Language Processing, Ambiguity

1 INTRODUCTION

In industrial practice, the requirements documents are written in natural language (NL), and so run the risk of being
ambiguous. Ambiguity is a phenomenon essential in natural language. It means the capability of being understood in two
or more possible senses or ways. The description of the functionality of the system has to be unambiguous, meaning that
it is free of different interpretations. If a description has more possible interpretations, the software developer may
interpret an ambiguous word in a way the customer did not mean. This may result in a system that does not meet the
requirements of the company. Since ambiguity in the requirements can lead to specifications which do not accurately
describe the desired behavior of the system to be developed. For example, if the customer’s interpretation of the
requirements is not the similar as that of the system’s stakeholders, then the system might not be accepted after customer
validation.

Stakeholders are often not even aware that there is an ambiguity in a requirement. Each stakeholder gets from reading the
requirements an understanding that differs from that of others, without knowing this difference. So, the software
developers design and implement a system that does not behave as intended by the users, but the developers honestly
believe they have followed the requirements. Berry and his colleagues [1] illustrated the ambiguity phenomenon in
requirements documents, and, following common practice in linguistics, classified them into four main categories,
depending on whether the source of the ambiguity lies at the level of words (lexical ambiguity), syntax (syntactic
ambiguity), semantic interpretation (semantic ambiguity), or the interaction between interpretation and context
(pragmatic ambiguity). Previous work on ambiguity in RE tried to address the problem from at least two perspectives.

e Providing users with a restricted NL, tool, or handbook to assist with writing less ambiguously.

e Detecting ambiguity by investigative the text using lexical, syntactic, or semantic information, or with the help

of quality metrics.

The remainder of the paper is structured into the following sections: First, Section 2 presents an overview of related
work. Second, Section 3 states architecture of approach used to detect ambiguities and removing it. Finally, Sections 4
presents the conclusion of the paper and the future work.

2 RELATED WORK
A few scientists have proposed various approaches to identify and measure the typical ambiguities in NL based software
requirements specifications. Different techniques exist to minimize the ambiguity in requirements. These techniques can
be applied during the elicitation, specification and validation of requirements. However, decreasing the level of
ambiguity in requirements is a labor-intensive activity, and it remains unclear whether investing effort is worthwhile,
resolving requirements ambiguities that are likely problematic to requirements engineers. And it used as the basis for the
presented tool [1]. Chantree et al. present an interesting approach with a focus on identifying ambiguities that are likely
to lead to misunderstandings that deals with the coordination ambiguity [2]. Kiyavitskaya, Zeni, Mich, and Berry did
some case studies with prototypes of a proposed tool for identifying ambiguities in NL RSs in an effort to identify
requirements for such tools and find the reason of ambiguity. Their approach was to apply ambiguity measures to
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sentences identified by a parser based tool to try to increase the precision of the tool with respect to reporting genuine
ambiguities. The measures are based on using lexical and syntactic proxies for semantic criteria and the WordNet
thesaurus. The case studies found that many of what the tool thought was ambiguous were not problematic given the
normal knowledge that the analyst user would have about the domain of the specification and that the tool failed to find
many of what one analyst who was particularly attuned to finding ambiguities found manually [3].

Wilson et al. defined general quality criteria for RSs and developed an analysis tool ARM (Automated Requirements
Management) to assess the structure of a given RS, the structure of the RS’s RStats, the vocabulary used to write the RS,
and thus to determine if the RS meets the quality criteria. It identifies potential problems, such as ambiguity, inaccuracy,
and inconsistency, in natural language specification statements [4]. QUARS (Quality Analyzer of Requirements
Specification) is a linguistic language tool based on a quality model for NL requirements specifications. It aims to detect
lexical, syntactic, structural, and semantic defects including ambiguities. In QUARS, certain terms or syntactic structures
are considered “dangerous” by themselves; for example, use of certain adverbs or syntactic structures are marked as
potentially nocuous. The main obstacle to applying this approach in practice is the rather high number of false positives;
in fact, there is no analysis of which among the potentially dangerous constructs are likely to really cause interpretation
problems to the stakeholders [5].

Gervasi and Zowghi studied the nature of ambiguity in requirements specifications and provided deeper analysis on the
causes and effects of different types of ambiguity in the system development process in order to help better understand
the role of ambiguity in RE practices. In that work, Gervasi and Zowghi propose a role for the linguistic feature of
markedness as a predictor of whether any ambiguity is intentional on the part of the writer, or not [6]. The definition of
what constitute ambiguity is given a priori by describing the metrics apodictically [7]. Boyd et al. describe a controlled
natural language to help reduce the degree of lexical ambiguity of requirements specifications. By substituting synonyms
or hyponyms with corresponding terms, and thus obtaining a reduced vocabulary. This approach helps with pronominal
anaphora in that it reduces the chances for multiple references [8]. Kamsties and his colleagues describe a pattern-driven
inspection technique to detect ambiguities in NL requirements; the technique however is essentially human driven, and
thus can draw on the knowledge of an expert inspector [9]. Goldin and Berry provide good examples of concept
extraction techniques: they analyze occurrences of different terms, and basing on occurrence frequency, extract
application specific terms from requirements documents [10]. RequirementsAssistant [11] is able to recognize lexical,
syntactic, semantic, and pragmatic ambiguity. For all the ambiguity categories, there are rules defined to detect their
instances.

3 Overall System Architecture

We will develop an automated system to detect and remove ambiguities from full text documents. The system
architecture is shown in Figure 1. The initial input is a complete requirements document. The output is UML diagrams.

Text DA;nb:Iguousd |I Extraction using
Preprocessing » election an ' ' heuristics }
Removal

Requirement Unambiguous UML Diagrams
Texts Requirement
Statement

Fig. 1 Overall system architecture

The system consists of three major functional process modules.
(a) Text Preprocessing Module. The input requirements document is split into separate sentences using an
established sentence boundary detector. The individual sentences are then passed to Tokenizer, the Tagger which
identifies the individual words’ part of speech, and marks phrase boundaries and the finally syntactic parser.

(b) Ambiguous Detection and removal Module.
A tool would apply a set of ambiguity measures to a RS in order to identify potentially ambiguous sentences in the
RS. The main goals for the tool for identifying and measuring ambiguities in NL RSs are: to identify which
sentences in a NL RS are ambiguous and, for each ambiguous sentence, remove the ambiguity from the sentence,
and thus improve the NL RS.

(c) Extraction using heuristics module: Finally, This section focuses in heuristics and their application to improve
the generation of OO concepts from natural language texts. Usually, candidate classes can be extracted by
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considering the noun phrases in the requirements text. Candidate relationships can be found in the same way by
considering verb phrases, with the UML diagrams being presented to the user as the final step.

4 CONCLUSIONS
Since many requirements documents continue to be written in natural language, we need ways to deal with the ambiguity
essential in natural language which have a high risk of misunderstanding among different readers. Our overall research
goal is to develop techniques to detect ambiguity in requirements in order to minimize their side effects at the early
stages of the software development lifecycle, and removing it. And extract the object oriented information from software
requirements specification such as classes, instances and their respective attributes, operations, associations,
aggregations, and generalizations. In future work, we will develop prototype of proposed approach.
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Abstract— With the revolution of information available on the internet pages, humans need to extract specific information. This
paper presents KEYS (Knowledge Extraction sYStem); an information retrieval and extraction system. It searches for information
inside documents represented in UNL, i.e., in semantic hyper-graphs. This allows for retrieval and extraction practices that are
language-independent and semantically-oriented. It is expected to provide high-quality knowledge extraction through a shallow
analysis of the source text into the Universal Networking Language (UNL) using a specific ontological relations and fully-automatic
generation from the resulting UNL document into several different target languages. This is expected to present a novel approach to
the topic of identifying the named entity; extracting names with all its types from a natural language form.

1 INTRODUCTION

Information extraction (IE) is the process of scanning text for information relevant to some interest, including extracting entities,
relations, and, most challenging, events{or who did what to whom when and where}. It requires deeper analysis than keyword
searches, but its aims fall short of the very hard and long-term problem of text understanding. Information extraction technology
arose in response to the need for efficient processing of texts in specialized domains. For example, an information extraction
system designed for a terrorism domain might extract the names of perpetrators, victims, physical targets, weapons, dates, and
locations of terrorist events. An information extraction system designed for a business domain might extract the names of
companies, products, facilities, and financial figures associated with business activities. Full-sentence parsers expended a lot
of effort in trying to arrive at parses of long sentences that were not relevant to the domain, or which contained much irrelevant
material, thereby increasing the chances for error. Information extraction technology, by contrast, focuses on only the relevant
parts of the text and ignores the rest [1].

Message Understanding Conferences (MUC) have described IE as consisting of different tasks. These various tasks differ
mainly in their complexity degree and in the depth of the extracted information. For instance, the named entity (NE) task
identifying within free text, person, location and organization names, and quantities, such as dates, monetary amounts, etc. Then
a more complicated task which is the coreference task (CO) that involves the identification of coreferent entities in text. The
template elements (TE) task is responsible for discovering specific attributes about these entities. Next, the relation extraction
(RE) task which implies the detection of specific relations (such as employee of, author of, etc.) within the identified entities.
Finally, the most complex task which is the scenario template (ST) task in which the system is required to identify instances of a
specific predefined event in the text, and extract the information related to each instance of the found event. The system is
expected to provide an event template containing various pieces of event information corresponding to each event detected
within the given text. Thus, locating the various forms of interesting information embedded in free text is highly complicated
[2].

Knowledge extraction has originated from people’s need to obtain and manage the vast amounts of information described in
free text more accessibly. Free text contains a multitude of information such as (name of people, places, organizations, roles
played by entities in events, relations between entities, etc) that if effectively extracted, can be of great use to many real-world
text/web applications, for example, integration of product information from various websites, question answering, contact in
formation search, finding the proteins mentioned in a biomedical journal article, and removal of the noisy data [2].

Lehnert and Cowie [3] have summarized some of the early work done in the field of information extraction, they have
mentioned the work by DeJong [4], [5] who has analyzed news stories as one of the early attempts in the field of IE. The system
is called FRUMP; it is a general purpose NLP system designed to analyze news stories and to generate summaries for users
logged into the system. This system is very similar to the current IE systems, since the generated summaries are essentially
event templates filled in by FRUMP and presented as single sentence summaries of the events. FRUMP uses hand-coded rules
for 17 “prediction” and “substantiation” (the two components of the system) to identify role fillers of 48 different types of
events. FRUMP uses a data structure called “sketchy script”, which is a variation of “scripts” that was previously used to
represent events or real-world situations described in text [6], [7]. This era of the field of IE has included other approaches as
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the Prolog-based system by Silva and Dwiggins [8] for identifying information about satellite-flights from multiple text reports.
Cowie [9] has also implemented a system, based on Prolog that uses “sketchy syntax” rules to extract information about plants.
By segmenting the text into smaller parts, depending on pivotal points, like pronouns, conjunctions, punctuation marks, etc., the
system can avoid the need for complex grammars to parse texts. Sager [10] has also developed a system which is applied to
highly domain-specific medical diagnostic texts (patient discharge summaries) to extract information into a database for later
processing. The system uses English grammar rules to map the text into a structured layout. Zarri's work is also worth of noting
whose goal was to identify information about relationships and meetings of French historical personalities and represent this
information in a structured form in the “RESEDA semantic metalanguage” [11]. The system uses rules for semantic parsing and
heuristic rules of identifying slot-fillers required by the RESEDA metalanguage. During this period of NLP research, IE has
been a field of interest where a fair amount of efforts have been exerted. Much of this work focused on specific domains, used
hand-crafted rules and did not have standard data sets or standard evaluation procedures. Defense Advanced Research Projects
Agency (DARPA) has organized a series of Message Understanding Conferences (MUC)[12] as a competitive task with
standard data and evaluation procedures in the late 1980s and early 1990s. DARPA has also introduced another program
towards the end of the MUC era, it was called the TIPSTER program [13], [14], [15]. It was designed to advance the state of the
art in text processing. Naturally speaking research in IE has continued to grow over the years since MUC and TIPSTER.
Moreover, the definition of IE has also gradually broadened to include many different types of information and tasks that differ
in their complexity [14]. Many systems, for example, GE [16], SRI [17], UMass [18], NYU [19], etc. have participated in MUC
tasks, which considerably helped in the advancement of IE research.

However, the field of Information Extraction (IE) still includes vast potentials for large-scale knowledge acquisition, since the
current systems are still unable to form a coherent theory from a textual corpus which involves representation and learning
abilities, although, the current IE systems are able to uncover assertions about individual entities with an increasing level of
sophistication and text understanding. Compared to individual relational assertions provided by IE systems, a theory includes
coherent knowledge of abstract concepts and the relationships among them. Previous efforts in text-based knowledge
acquisition can largely be attributed to the field of Information Extraction (IE), where the task is to recognize entities and
relations mentioned within text corpora. Traditional IE systems focused on identifying instances of narrow, pre-specified
relations, such as the time and place of events, from small homogeneous corpora. Furthermore, the current IE systems are
typically designed for a single domain, there is a lot of interest in building systems that are easily applicable to new domains
[20].

The KnowltAll system is considered as an advancement in the field of IE by capturing knowledge in a manner that scaled to the
size and diversity of relationships that are present within millions of Web pages. It is a system that aims to automate the tedious
process of extracting large collections of facts from the web in an autonomous, domain-independent, and scalable fashion. By
learning to label its own training examples using only a set of domain-independent extraction patterns and a bootstrapping
procedure, KnowltAll has managed to accomplish this task. KnowltAll is capable of self-supervising its training process;
however, the extraction is not fully automatic. KnowltAll requires a user to determine the relation before each extraction cycle
for every relation of interest. When acquiring knowledge from corpora as large and varied as the Web, the task of anticipating
all relations of interest becomes extremely complicated [20].

Some of the previous information extraction tools can deal with Arabic, Such as Rocket AeroText and NetOwl Extracto. Both
of them are capable of discovering entities (people, products, dates, places, and more) and the relationships between them, as
well as sentiment analysis in multiple languages. However, both systems are not for free, they were developed as commercial
products.

Huge amounts of information in natural language forms exist only in lists of documents and to search all these documents to
find just a certain piece of information will be a waste of time. Implementing the Information Extraction techniques in a certain
system will with no doubt save a lot of time and efforts while providing precise results. Information Extraction techniques can
be used to search various types of documents like historical articles, medical researches and newspapers reports.

Since 1950’s, many research groups have recognized the vital role that the IE plays and started to create projects for tasks like
the transformation of a whole encyclopedia to structured forms.

Although these projects have faced some natural language processing problems, modest extraction systems have appeared and
have been used in extracting information from a relatively small number of forms.

IE technology still needs mature systems in order to match the human performance.

The IE systems usually support one of two approaches either knowledge engineer approach or automatic training approach. In
the knowledge engineer approach, after analyzing huge number of natural language data, the designer identifies sets of common
patterns for which he develops rules manually that get interpreted by the components of the IE system. However, using this kind
of approach in building the system is considered to be highly time and effort consuming.
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In the automatic training approach, there is no need to develop the rules manually, since it depends on implementing a machine
learning algorithm in the system which is able to detect and create these rules.

The algorithm must get access to a large number of training texts, these texts have to be annotated manually in order to give the
algorithm a sufficient amount of examples which it can learn from and provide the extraction rules [21], [22], [23].

This paper adopts the Universal Networking Language (UNL) framework in building a knowledge extraction system. The aim
of UNL is to provide a large collection of semantically annotated texts belonging to different languages. We will present a
Knowledge Extraction sYStem named KEYS. It searches for information inside documents that are represented in natural
language or UNL expression, i.e., in semantic hyper-graphs. It allows for retrieval and extraction practices that are language-
independent and semantically-oriented. With KEY'S, we try to start a new fashion in IE by targeting the users aspirations from
such application. It is based on a philosophy that is different from the mainstream in the field of IE, since it aims to serve the
public which is similar to Google's goal. Moreover, KEYS originality stems from the fact that it can identify and understand the
object depending on its context; it is also able to provide all the suggestions related to this object. KEYS includes SEAN and
EUGENE. The former is a shallow enhanced natural language analysis system, it represents natural language texts as semantic
networks in the UNL format. While the latter is a natural language generation system, it generates natural language sentences
out of semantic networks represented in the UNL format. KEYS is expected to synthesize and normalize the information
available on the Web, and to provide summaries extracted out of several different input documents. KEYS has been developed
by the Library of Alexandria.

In what follows, section 2 will present the different techniques of information extraction systems. Section 3 sheds light on the
project’s history and current status. Section 4 illustrates the basic components of KEYS; the system’s open-source components.
First, the language resources (dictionaries and grammars). Second, the software used in building and operating the system
(analysis and generation engines). Each of these components is described and their current state is specified. Section 5 will
describe KEYS's interface and illustrate how this system is used. In section 6 KEYS's output will be evaluated. Finally, section
7 will conclude the paper.

2 THE BASIC TECHNIQUES OF INFORMATION EXTRACTION

The basic techniques are pattern matching, lexical analysis, name recognition, syntactic structure, scenario pattern matching,
coreference analysis and event merging. These techniques are divided into two main parts. First, all the individual facts are
extracted from the documents, these individual facts are integrated together to form larger facts and translated into the required
output format, this stage is called the integration phase. Second, coreference analysis is done and inferences are drawn from the
explicitly stated facts in the document. The final output of the information extraction is called a template [24]. The first step
consists of developing a set of patterns that matches the various linguistic realizations of the individual facts and these patterns
are not just sequences of words, they are more complex than that. To develop such patterns many linguistic processes are
required starting from lexical analysis and ending with name recognition. Most of the current systems use partial syntactic
analysis just to identify the verbal or nominal constituents in the text. After using these general patterns, task specific patterns
are used to identify the facts of interest, which are called scenarios according to the Message Understanding Conference (MUC).
The second step includes conference analysis and drawing inferences from the explicitly stated facts in the document. At the
end the final output from the information extraction is called template.

The Pattern matching is done through matching the text against a set of regular expressions, when a segment of a text
(constituent) is matched with one of these regular expressions, the text segment become a label with one or more assigned
features. When there is any semantic feature associated with the constituent, they are called events or entities.

In lexical Analysis phase, first, the text is split into sentences then into tokens. Each token is looked up in the dictionary to
assign its features and part of speech.

In the name recognition phase, the different types of names and other special forms like currency and amounts are identified and
classified. This simplifies the further processing.

Some systems do not have a separate phase for syntactic analysis, others attempt to build a complete parser of sentences.
However, most of the systems fall in between by building a shallow parser. Identifying some of the syntactic structure
simplifies the extraction of the information or the knowledge. The argument to be extracted often correspond to noun phrase
[24]. After dividing the text into syntactic constituents, each constituent has to be associated with some features like the tense,
voice and root of the verb in the verbal constituents and for nominal constituents information are associated to the head of the
constituent like its number whether it is a proper name or not and SO on.
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Then, larger nominal phrases are built up by attaching their modifiers to them and in this case these patterns will have some
semantic constraints.

In the scenario pattern matching phase, the main target is to extract the main events of the scenario. Then the coreference
analysis phase comes next which includes the task of resolving the anaphoric references by searching for the most recent
previously mentioned entry of the same type, for example, person if the anaphora was one of the personal pronouns.

In the event merging phase, all the information about an event is collected which may constitute a hard task, because the
information may be spread over many sentences. Another problem that may face the extraction systems when collecting
information about a certain event is that its information may be implicit and needs to be more explicit.

3 PROJECT HISTORY AND CURRENT STATUS

KEYS is a rule based Knowledge Extraction system; this system requires different linguistic resources and tools with certain
features in its background in order to work efficiently. It requires a dictionary that is enhanced with certain features that
encompass all the levels of linguistic information whether it is morphological, semantic or syntactic (will be described in details
in section 4. It also requires a grammar that is capable of providing an adequate semantic and syntactic analysis. Moreover, it
requires tools that exploit these resources. These tools are called SEAN and EUGNE which have been developed in Bibliotheca
Alexandrina (will be described in details in section 4. The linguistic resources were developed using the universal networking
language within the UNL framework.

The UNL project has been originally proposed in 1996. The responsible organization is the Universal Networking Digital
Language (UNDL) Foundation® in Geneva, Switzerland [25], [26], [27], [28] and [29]. UNL is the interlingua employed here; it
is capable of representing the meaning of the content of natural language texts in an abstract universal format that is not
influenced by any language. UNL aims ultimately to allow people to generate, have access to, information and knowledge, in
their own native language by breaking down the language barriers that exclude the majority of people from gaining access to
information in their native language. The UNL also assumes that any information conveyed by natural language can be formally
and usefully represented by semantic networks (sometimes called UNL expression). In UNL approach; the semantic network
must be independent of any natural language in particular (i.e., it must be "universal"). This semantic network is made of three
different types of discrete semantic entities: concepts, relations and attributes. Concepts are nodes in the network; relations are
arcs linking nodes; and attributes are used to represent information conveyed by natural language grammatical categories (such
as tense, mood, aspect, number, etc.) [25] which are a standard set of universally-accessible semantic entities. The semantic
network is derived by passing through different stages; tokenization and disambiguation, morphological analysis, syntactic
analysis and semantic analysis.

In the UNL framework, the different linguistic levels of analysis are achieved via three types of grammar: N-Grammar, or
Normalization Grammar which is a set of rules used to segment the natural language text into sentences and to prepare the input
for processing, T-Grammar, or Transformation Grammar which is a set of rules used to transform natural language into UNL or
UNL into natural language.

The transformation should be carried out progressively, i.e., through a transitional data structure: the tree, which could be used
as an interface between lists and networks. Accordingly, the UNL grammar states seven different types of rules which is divided
into two types of grammar; analysis and generation. Three types of rules are common between the two grammars the other four
depend on the type of grammar. The seven types of rules are (LL, TT, NN, LT, TL, TN, NT), specified as indicated below:

ANALYSIS (NL-UNL)

LL - List Processing (list-to-list)

LT - Surface-Structure Formation (list-to-tree)
TT - Syntactic Processing (tree-to-tree)

TN - Deep-Structure Formation (tree-to-network)

O o0O0O0

! The official website of the foundations is available at http://www.undl.org
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0 NN - Semantic Processing (network-to-network)
GENERATION (UNL-NL)

NN - Semantic Processing (network-to-network)
NT - Deep-Structure Formation (network-to-tree)
TT - Syntactic Processing (tree-to-tree)

TL - Surface-Structure Formation (tree-to-list)
LL - List Processing (list-to-list)

O o0oO0OO0Oo

Finally, D-Grammar, or Disambiguation Grammar which is a set of rules used to improve the performance of the transformation
rules by constraining or forcing their applicability. Grammars are not bidirectional, although they share the same syntax. In the
UNLization, the N-Grammar contains the normalization rules for natural analysis, the analysis T-Grammar contains the
transformation rules used for natural language analysis and the analysis D-Grammar contains the disambiguation rules used for
tokenization as well as for improving the results of the NL-UNL T-Grammar. While in the NLization process, the generation T-
Grammar contains the transformation rules used for natural language generation and the generation D-Grammar contains the
disambiguation rules used for improving the results of the UNL-NL T-Grammar.

KEYs takes advantage of the UNL approach along with the new trend in NLP applications, that is being an open-source
application, because of its vast advantages, opportunities and potentials. A rule-based knowledge extraction system is open
source only when the source code of its engines and tools are distributed along with the linguistic data of the extraction pairs. In
addition, tools to maintain and develop the linguistic resources so that they can be used with the engines should also be
distributed. KEYs fulfills all of the criteria and, hence, can be positively considered an open-source Knowledge extraction
system. Moreover, not only its components are open-source, they are also free. The basic components of KEYS, its linguistic
resources and tools will be described in details in section 4.

4 THE BASIC COMPONENTS OF KNOWLEDGE EXTRACTION SYSTEM (KEYS)

As mentioned before a knowledge extraction system depends on different linguistic resources and tools in order to be able to
operate. KEY'S depends on three linguistic resources which are dictionary, corpus and grammar. It also depends on two tools
called SEAN and EUGENE. All these resources and tools are developed by Bibliotheca Alexandrina. In this section these
resources and tools are going to be described in details.

A) Language Resources

1) Dictionary: it presents the linguistic information that constitutes the linguistic infrastructure of the dictionary (the
UNL dictionary) used by KEYS application. The linguistic information that appears in the UNL dictionary has been
assigned to all of the words of the dictionary through UNLarium?, encompassing the different linguistic levels:
morphological information, morpho-syntactic information, syntactic information and semantic information. UNL uses a
standard and universal list of features (Tagset) to describe all types of the linguistic information concerning every natural
language word. The words are described using a list of features extracted from the UNDL Foundation Tagset. The UNDL
Foundation recommends adopting the following tags for some specific and pervasive grammatical phenomena to boost the
standardization of the lexical resources used in the UNL framework. The Tagset’s features depending on the structure of
the natural language. Several of those linguistic constants have been already proposed in the Data Category Registry (1SO
12620)3, see Fig. 1.

2 http://www.unlweb.net/unlarium/
® http://media.dwds.de/clarin/userguide/text/concepts_ISOcat.xhtml
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Figure 1: List of tags in alphabetical order

The tagset is providing the technical means for describing any linguistic behavior which should be done in a highly standardized
manner, so that others could easily understand and exploit the data for their own benefit. The main intention is to create a
harmonized system in order to make language resources as easily understandable and exchangeable. The dictionary is enhanced
by morphological information indicating the structure of words, some of this morphological information such as part of speech,
lexical structure and the inflections of words.

Part of speech feature: It is used to classify words into main classes and each class may include subclasses. The classes are
nouns, verbs, adjective, adposition, adverb, affix, classifier, conjunction, determiner, interjection, numeral, particle and pronoun.
The system is designed as such in order to create much flexibility in describing the different types of words. Moreover, the
classes are divided into subclasses. For example, the used features in the dictionary differentiate between two types of nouns,
common noun such as “&sxia” ‘hox’ - “<b” ‘door’ — “43,5” ‘paper’ and proper noun as “bsise cuai” ‘Naguib Mahfouz® -
“ ad” ‘EQypL’ - “sSwisli” *UNESCO”.

The dictionary used in the knowledge extraction system differentiates between common and proper nouns and is enhanced with
information for the proper names such as the names of rivers, mountains, the names of humans which are considered as public
figures (common Arab and non- Arab first and second names).

lexical structure: It is used to classify the words into simple words as the Arabic words “I_3" ‘read’ - “<xSa” ‘office’ - “&l "
‘wonderful’, and multiword expressions such as the word “adasll juall 5 5w “the great wall of China’.

Inflectional paradigms: It is a stored feature that is responsible for generating the different word forms out of the stored lexemes.
The dictionary also includes syntactic information that describes the principles and processes by which sentences are
constructed. It deals with phrase and sentence formation out of words, such as valency, aspect and subcategorization
information. Moreover, the dictionary also is enhanced by information that is concerned with the grammatical categories such
as gender, number, person, transitivity, tense, case, voice and mood.

The most important feature concerning building any knowledge extraction system is the semantic classification of the words;
the UNL dictionary utilizes a semantic ontology. This ontology classifies the entities existing in the natural world into a
semantic hierarchy. This hierarchy points out the particular type of each concept and the kind of relation it indicates with other
concepts in the ontology. Each entry in this hierarchy carries a set of features and attributes and all subclasses of this concept
inherit the properties of that class. Ontologies are useful in NLP as they play a crucial role in the disambiguation of word senses
as well as the understanding of a natural language text by determining the exact sense of a word via its position in the semantic
hierarchy. The semantic ontology adopted in the UNL dictionary is the English WordNet 3.0. ontology. In WordNet, English
nouns, verbs, adjectives and adverbs are organized into sets of synonymous words (called synsets), each synset representing one
distinct concept. For example, the words “coast”, “seacoast”, “sea-coast” and “seashore” are all synonyms grouped together in a
single synset that refers to a unique cognitive concept which is “the shore of a sea or ocean”.
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Nouns in the WordNet hierarchy are divided into several semantic fields each having a “unique beginner” as the starting node.
A unique beginner is a semantic entity that probably has no hypernym and from which nouns that belong to this distinct
semantic field can be pulled out. The WordNet employs a set of 25 unique beginners, 8 of which refer to tangible things or
“entities”, 5 denote “abstractions” and 3 are “psychological features”. Verbs, modifiers and adverbs are also classified into
distinct semantic hierarchies see Fig. 2. For more details about the dictionary and the stored features [30]. Moreover, it is
important to mention that any lexical item that is not included in the dictionary will be labeled as “TEMP”.

substance

—
communication

Figure 2: The semantic ontology used in the dictionary

2) CORPUS: In order to build an sufficient corpus for proper names, 1000 pages of proper names have been selected from
the Wikipedia. These pages represent a rich material for the corpus, since these pages will include these proper names in real
contexts. Furthermore, these proper names are from Wikipedia which means that the coverage rate will be high and the corpus
will be considered robust. These pages are segmented into sentences using concordance. The total number of occurrences for
these proper names is 22,000 with maximum 7 words length; 3 words before and after the proper name. The data is divided into
training data which includes 17,000 occurrences and testing data which includes 5,000 occurrences. The testing data will be
used later in the evaluation phase. Fig. 3 represents an example for the corpus of the searched word “o ™ with its 85
instances.
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Figure 3: Example for corpus

3) GRAMMAR: In KEYS application, the knowledge extraction process has to pass through different stages. Firstly, lexical
analysis stage which split sentences into tokens. Each token is looked up in the dictionary to assign its features; part of speech
and the other features that are stored in the dictionary. Then a pattern matching stage starts to build ontological relations
between the tokens, but if the grammar fails to match the sentences with any pattern, the grammar will try to retrieve the
ontological relations using the semantic features that are stored in the dictionary. Finally, if the previous stages fails to figure
out the ontological relation between the words the context prediction will take place by predicting the identity of the proper
name from the context. However, it is worth mentioning that not all of the grammar levels that are mentioned earlier are applied
in this application, since that this application provides a shallow parsing only.

Lexical analysis module

This module is responsible for splitting the sentences into tokens, then matches these tokens with the dictionary in order to
assign the different necessary features to each token. However, some words may be misrecognized, because of spelling
mistakes or morpho-syntactic changes. For example, the most common mistake in the Arabic writings is /Hamza/ in the initial
position as in “d«&u1” “receive’. The rules are able to solve this problem by investigating the morphological pattern of the wrong
spelled word by the regular expression technique. For example, if a six-letters word begins with the sequence “/...wl/” as in the
pattern “J=iiu)” /?istif¢aal/, the wrong written /Hamza/ ( “”, ”” or “I”) will be modified to “/” according to the Arabic grammar
asinthe rule in (1).

@)
({SHEAD|BLKIPUT|PFX},%e)(TEMP,"/ (Uls|of 5| sles]!])...sa()[I[))/" %ox,"Hamza_modified)(%y,{STAILBLK|PUT})
=(%e)("1>"1,%x, X,Hamza_ modified)(%y);
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The module also deals with cases of morpho-syntactic changes as in the nominative form “slle” /fulamaa?u/ when it is attached
its”. Rules are able to extract the deep form “clle” ‘scientists’ from the surface form “s3slle” ‘its scientists’

TR}

to the pronoun “»
asinrulein (2).

ESOLEC'2014

(2) ({SHEAD|BLK|PUTIPEX},%€)("/.+(3lc)/" NY,%x)(POD, %w):=(%e) (%6, "s"<" 5" "s"<"ts", Y ) (Y%6w);

After the completion of the task of spelling correction, if some words are still undefined, the feature “TEMP’ will be assigned to
it. Then, it will be considered as a proper name and the ‘PPN’ feature will be assigned to it instead of the feature *‘TEMP”.

After the lexical analysis module, the semantic relations between the words of the sentences using the UNL

ontological relations should be established. These relations are stated in table 1 below:

TABL

El

ONTOLOGICAL RELATIONS IN THE UNL SYSTEM

Tag Relation Definition Example

ant opposition or concession Used to indicate that two | John is not Peter =
entities do not share the | ant(Peter;John)
same meaning or reference.
Also used to indicate
concession.

cnt content or theme The object of an stative or | Book about linguistics =
experiental verb, or the | cnt(book;linguistics)
theme of an entity.

icl hyponymy, is a kind of Used to refer to a subclass | Dogs are mammals =
of a class. icl(mammal;dogs)

iof is an instance of Used to refer to an instance | John is a human being =
or individual element of a | iof(human being;John)
class.

nam name The name of an entity. The city of New York =

nam(city;New York)

pof is part of Used to refer to a part of a | John is part of the family =
whole. pof(family;John)

fld field Used to indicate the | sentence (linguistics) =
semantic domain of an | fld(sentence;linguistics)
entity.

The following sections discuss the followed techniques to build the ontological relations. Each of the following sub-sections
represents an attempt to recognize the identity of the proper names that have occurred in the instances; if one attempt fails to

reach the recognition, the following attempt will take place.

Pattern matching

Sometimes the ontological relations mentioned in table 1 would have fixed structures with keywords that are stated in them,

these structures would represent the type of the relation as in table 2.

TABL

E2

RELATIONS KEYWORDS AND EXAMPLES FOR THE ONTOLOGICAL RELATIONS

Relation Tag Relation key words Example

ant Jiay - Jilie — Se Jhll) Jiae @al)

cnt Jes - e )l ge s

icl /&\,sihi_‘oaqs_a/g,; il saall (e & 5 akadll

Calial— (peaal g

iof sleld Ja e ool Jlie 4 €0y
nam H‘M'H‘—Hs‘*ﬁ QM\H\W

pof s)al aal— e s ja e (a8 3 g puiSay)
fld pe (A— o B by glll ale i L gl g8 ) all
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The pattern matching module is responsible for building the ontological relations for structures that have keywords such as
those mentioned in table (2). For example, the rule in (3) states that if a noun is followed by “s 32" *part’ then “c<” ‘of” and is
followed by another noun, then both nouns would be linked with a “‘pof’ relation. However, not all of the relation keywords that
are stated in table (2) are found in the corpus, but they are taken into consideration in order to achieve grammar robustness.

(3) (%a,N)("s 5", %b)(" ", %b)(N,%d):=(pof(%d,with_rel;%a,rel=pof)) #L(%a,rel=pof #CLONE;e);

Most sentences of the corpus did not contain keywords that represent the relations. Therefore, the grammar depends on the
features assigned to the words that need to be related. It specially depends on the semantic classification in order to determine
which ontological relation should be used. Table 3 lists some semantic features that have been observed:
TABLE 3
SEMANTIC FEATURES OBSERVED FOR THE UW1 OF THE ONTOLOGICAL RELATIONS IN THE CORPUS

Semantic feature Explanation Example
HUM person (Nouns denoting people.) b
GRO group (Nouns denoting groupings of EEPIEN

people or objects.)

ARF artifact (Nouns denoting man-made il
objects.)

NOB natural object (Nouns denoting natural o

objects (not man-made).)
CGN cognitive noun (Nouns denoting o5
cognitive processes and contents.)

LCT location (Nouns denoting spatial ATV

position.)

For example, in the sentence “_els L sa” *Adonis is a poet’, the two words are defined in the dictionary as [usisl POS=PPN,
GEN=MCL, SEM=HUM] and [, POS=N, GEN=MCL, SEM=HUM]. A rule can link between “usisi” ‘Adonis’ and
“,eld” “‘poet’ with an ‘iof’ relation through depending on the ‘HUM” (human) feature. The rule in (4) states that if a noun such
as “_=La” “poet’” with the semantic feature ‘HUM’ comes after a proper noun such as “o« 53" *Adonis’, then both nouns would
be linked with a ‘iof’ relation as in Fig. 4.

(4) (%x , PPN , HUM , “rel = iof ) (%y , HUM , “PPN , GEN = %x) ({*N | STAIL }, %q ) :=
(iof(%x , +with_rel ; %y , +rel =iof ), %01 ) #L(%y , #CLONE , +rel =iof; %q) ;

[S:1713]
{org} )
2oL pa gl
{/org}
{unl}
i0f(A0: ;o la ,07gmsga1)
{/unl}
[/5]

Figure 4: The UNL ontological relation using semantic features technique

Context prediction

The identity of a proper name can be predicted from the context in which it occurs. For example, the proper noun “za_wls”
‘Cambridge’ in “sl Ososdl o zamlS e o), 5830 33e8” ‘PHD from Cambridge or Sorbonne or’ doesn’t have an adjacent noun
that has one of the semantic features mentioned in table 3, but one of the adjacent nodes (words) can help in predicting the
identity of the proper name “z2_=\S” ‘Cambridge’ which is the noun “s:l&i” “certificate’. If the rules find this list of words, then
the noun “4=" “university” will be inserted by the rule in (5) in order to be “z2 xS dxala (e ol 580 335" “PHD certificate
from Cambridge university’ that is linked by the “iof’ relation as in Fig. 5.

(5) (Yoa,{* sivald) 33led”|“s)  siSall saled]” Aadl alaill” 3 Aing):=(%a, ins)(?[4=<2],b1K,INS);
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[5:1542]
{org}
31 gessedl sl eaaya el € g Bl eaSall 3rled
{/org}
{unl}
i0f(04:dzsls ,0l1g05,00L5)
{/unl}
[/s1

Figure 5: The UNL ontological relation using context prediction technique

Knowledge base

In the sentence “—aude jus Gl Glaw 3 Gutt; &35 “former President of Azerbaijan Heydar Aliyev has signed’, the two nouns
“out)” ‘president” and “olas 3 *Azerbaijan’ cannot be linked with a direct relation, given the fact that the dictionary includes
[0sw3 POS=PPN, GEN=MCL, SEM=LCT, CAR=ONE] and [ u, POS=N, GEN=MCL, SEM=HUM], since “clax 3"
‘Azerbaijan’ is not an instance for “us5)" ‘president’. However, such adjacent words with those semantic features should be
linked with *‘mod’ relation, but not an ontological one as in rule (6); the mod relation is not displayed in the final output, but it is
a method to block applying the ontological relation. All of the adjacent nodes; the context around the proper name “glax 3"
‘Azerbaijan’ fail to help in recognizing its identity. Therefore, only the dictionary features can help in predicting the identity of
“olaw 5" *Azerbaijan’, as it is a location “SEM=LCT’ and it is the only one in the world ‘CAR=0ONE’, so it could be concluded
that it is an instance of a country. In the case of prediction of a proper name identity, the rule inserts the identity noun “is2”
‘country’ before the proper name by the insertion rule described in (7). The ‘iof’ relation will link “olsx3” and “453” as in Fig.
6.

(6)

(SHEAD,%c)(N,HUM, with_rel AINS,%b)(%a,N,PPN,*"GEN=%Db):=(mod(%b;%a,rel=mod))
#1_(%c;%a,rel=mod,#CLONE);

(7)

({*"GRO,"ARF,"HUM,"NOB,"LCT,"CGN|SHEAD
ILCT,PPN|PPN,GRO|CGN,DEFIHUM,PLR|" S| *4asale "}, 96a) (%b,LCT,PPN,ONE { insins,SPLIT},Awith_add,"rel=

iof) ({4 53" ANOB,ALCT|STAIL|node_left_del|LCT,PPN|COOIPPN,GRO|DEF},%¢):=(%a)(?[* 5], blk,INS)(%b,ins)(%c
\.

[$:2001]
{org} )
daale Jbe goledl GleaaydT ol a2l
{/org}
{unl}

10f(04:adgs ,01: gloeaayal)

{/unl}

[/s]

Figure 1: The UNL ontological relation using knowledge base technique

B) Tools and Engines

1) SEAN: is the acronym for Shallow Enhanced ANalyser. It is fully automatic; it does not allow for any human intervention. It
is a multi-document analyzer . Moreover, it is a word-driven analyzer: the unit of analysis is a word that is provided by the user.
It is also a shallow analyzer: the analysis targets the surface structure of natural language sentences.

SEAN is appropriate for information retrieval and extraction task, because it provides a rather rough and partial analysis of the
natural language input. SEAN has been developed by the engineering team in the Library of Alexandria.

Dictionaries, N-rules, T-rules and D-rules tabs in SEAN are provided the dictionary, normalization rules, transformation and
disambiguation rules. In the Sean Documents tab, the NL documents can be uploaded either as web links or a text file in the
UTF8 format.
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Moreover, the Process tab, allows the user to search for a word in the uploaded text. The number of words around the searched
word can be specified from the combo box ‘Concordance’. The process tab consists of 4 sub-tabs; concordance, UNL corpus,
Knowledge base and trace tabs. By clicking the ‘search’ button under the comb box, search results will be shown in the
concordance tab in the left pane as shown in Fig. 7.

Foce e 78 B0 s S Do A4 aaTes

For- Bl
. T-mustan | Beg- s | (B Eman Cocusonis | 8w PubsTises | BeFrc< i

Figure 7: The “Process” tab

The selected natural language text from the concordance result is processed by the selected dictionary and the selected rules
files, the UNL expressions of all search results are shown in the sub-tab ‘UNL corpus’. The behavior of the applied rules can be
viewed in the sub-tab ‘trace’.

2) EUGENE: This tool is responsible for generating the natural language sentences out of semantic networks represented in the
UNL format. In its current release, it is a web application developed in Java and available at the UNLdev4. EUGENE is an
acronym for dEp-to-sUrface GENErator. As a multilingual engine, EUGENE must be parameterized to the target natural
languages with the following files that are provided through EUGENE's interface: The input document in the UNL document
structure, i.e., the universal semantic network to be generated in natural language, the UNL-NL (generation) dictionary, i.e., a
lexical database where UWSs are mapped into natural language entries, along with the corresponding features, the UNL-NL
(generation) transformation grammar, i.e., a set of transformation rules used to convert the UNL graphs into natural language
sentences and the UNL-NL (generation) disambiguation grammar, i.e, a set of disambiguation rules used to improve the results
of the tokenization and of the transformation®[31].

5 KEYS(KEY’S INTERFACE)

KEYS is an automatic language-independent knowledge extraction system, it automatically extracts structured information,
from unstructured machine-readable natural language documents. The system is able to work with any language as long as it
contains the required resources of this given language. The following sub-sections will describe how KEY'S works starting from
the point of files uploading to the point of obtaining the results.

A. Uploading documents
The user has to select the language of the file that will be uploaded from a dropdown list. The user can also select the desired
text file or zip folder from his file system by clicking on the browse button then clicking on the upload button. The user can add
a URL file, by inserting the URL.

B. Search for a query

The user has to select the desired language, concordance size and documents in order to search in these documents, then enter
the search query and click the search button. The results will be viewed in tabs (Visualization, Simplified and Eugene).

4 http://dev.undlfoundation.org/index.jsp
> http://www.unlweb.net/wiki/EUGENE
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1) Visualization: The output will be presented in the form of a graph by clicking on the “Visualization” tab. The output of this
option depends on the results provided through SEAN. In this view, the user can click on each node in the graph to display its
relations; the thick arrow refers to the most frequent instance of the word as shown in Fig. 8.

B atetmdfoundaioncny e 12 ¢ 8- oo ¥
Most Visited e Getting Stasted
NC™ [ 0 o N ™ | o™ | VALERIE | Costact
Rkeys . v b [
AL
" m '.ii-:t

Figure 8: KEYS output in the UNL view (visualization)

2) Simplified KB: The output will be presented in the form of UNL expressions by clicking on the “Simplified” tab. The
output of this option also depends on the results provided through SEAN. The output will appear as shown in Fig. 9.

+ ievtestundifoundation.ceg e

B Most Visted () Gettng Stated

| UNL™ | U™ | VALERIE | Contact

fkeys

Gl vl i3 e

iof ( 103113657, 108806897 ) = 28;
iof ( 108524735, 108806897 )=1;
iof( 108208560, 108806897 )= 2;
iof (106773434, 108806897 )= 1,
iof (108208560, 108806897 ) = 30;
pof (108801678, 108806897 )=28;
iof ( 108082602, 108806897 ) = 10;
nam( 100007846, 108806897 ) = 3;

Figure 9: KEYS output in the UNL view (simplified)

3) EUGENE: The output will be presented in the form of natural language sentences by clicking on the “EUGENE” tab. The
output of this option depends on the results of the generation tool EUGENE. The output will appear as shown in Fig. 10.
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Figure 10: KEYS output (Eugene)

6 EVALUATING THE RESULTS

Evaluation has been performed in order to investigate the accuracy and robustness of the grammar. The used data consists 1000
proper nouns as keys for search with total number of occurrences being 22,000. The instances are divided into a training set
which includes 17,000 instances and a testing set which includes 5,000 instances. The same proper name used in the training
data has been tested in different contexts, different from the trained instances. For example, the output of the proper name
“Os=3” ‘Hudson’ in the trained data was (14 instances), while the tested contexts represent 4 instances. The primary scores are
precision and recall. Let Ngey be the total number of filled slots in the answer key, Nresponse be the total number of filled slots in

the system response, and Ncorrect be the number of correctly filled slots in the system response (i.e., the number which match
the answer key). Then

.. N correct
Precision = — =19.500/21.000 =0.92

N response

N correct

Recall = ———— =19.500/22.000 =0.886

N kevs

The F measure was calculated with the equation: F= (2 x precision x recall )/( precision + recall ) and the accuracy was 90.2 %.
These equations were calculated for each answer key in the corpus, then all of their results were added to provide the total
accuracy of the corpus.

In addition, a different set of proper names other than those used in the training and testing sets have been used to see whether
the system has enough knowledge to search for any other entities in other contexts. For instance, Fig. 11, 12, and 13 represent
the output samples of the proper names “4_xSuY1” “Alexandria’, “zsS zi»” ‘Hong Kong” and “JL_iis«” ‘Montreal’ respectively
which were not included in the 1000 proper names we worked with. Fig. 11,12 and 13 reflect that the system has learned
abstracted knowledge that made it able to deal with both new keys and new contexts.

25



The Fourteenth Conference on Language Engineering 3-4 Dec. 2014

[S:1712]
{org}

wogll 4 il nlo
{lorg}

{unf}

iof{04:dode (18 su])
{lunf}

%]

[51713]
{org} . o
wbe sl anddl gl disay LI Galie
{org}

funf}

i0f(0:dise 07 & ,nuA)

{lunf}

3]

[5:1714]

{org}

A8 40 plls & sl o5 e plss
{lorg}

{unl}

i0f(0:diaeF | 08:4 ;xS

{unl}

18]

[§:1715]

{org}

dooatail clie

{lorg}

funl}

iof{04:clse 012 juigdl)
flunf}

5]

[8:1719]
{org}

PV PP [
{lorg}

{unf}

i0f(04: e A 01 Fo i)
flunf}

(5]

ESOLEC'2014

[5:2236]

forg) |

o0 i S Bt of s (2
fforg)

{unf}

iof{0:dizmed |, 0:855S £ishH)

funl}

3]

[5:2237]

forg} )

o] EisS Gigh (il - gl -
{lorg}

{unf}

iofi0os ,06:8sS B5s20)

funl}

's]

[5:2239]
{org}

{lorg}

{unf}

i0f{0:eS=C, 0:fsS LishF)
funl}

3]

[5:2240]

{org} S

o (5558 B Bed s el padall
{lorg}

{unf}

iof{0:dizetH, 0:3isS &shG)

funl}

rs]

[5:2245]

{org}

P Bl EsS Figh 4y Ll dall
{lorg}

{unf}

iof(0:dS 08:80sS ishA)

{unl}

3]

[5:1951]

{org}

4 Ul vid ciagly Ju g o Lokl &
{lorg}

{unl}

iof(0-dkse 1, 09 Jb iise)

{lunf}

9]

[5:1957]

{org}

Sl g ) 550 S
{lorg}

{unl}

i0f{03: 55,2 06 JLse)

{lunl}

ISl

[5:1953]

g

Jolill 51 Jl e 5
forg)

{unl}

iof(0:disa1B, 03:JL% )
{lunl}

Sl

[$:1955]

{org} ,

#1535 ple Jb g0 & x 3 SZEl5 o
{lorg}

{unl}

i0f(09:8 252 ,07-JL 50

{lunl}

1]

Figure 11: Sample of “&isy¥)” output

7 CONCLUSION

Many applications depend on the automatic extraction of structure data from unstructured data for better means of querying,
organizing, and analyzing data. KEY'S is a knowledge extraction system that promises to fulfil the human needs in providing an
easy access to the vast amount of information that is readily available on the internet. The amount of information on the internet
is rapidly increasing, it is increasing every second, which makes benefiting from this amount of information difficult. Hence,
the importance of knowledge extraction systems is manifested in providing an easy method to obtain the needed information.
Knowledge extraction systems maximize the magnitude of utilizing the available information. In this article, the infrastructure
of KEYS system is discussed. The linguistic resources and the tools involved in KEY'S are presented, they are all provided in an
open-source form for free at www.unlweb.net. The precision measurement of the Arabic grammar was 0.92 while recall

measurement was 0.886.

Figure 12: Sample of “ziss & ™ output
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Figure 13: Sample of “Juiiss™ output
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Controversial Voices Issues In the Light of
Computational Speech Analysis

Ahmed Ragheb Ahmed
Kulliyyah of Islamic Revealed Knowledge and Human Sciences - International Islamic University
Malaysia
ragheb@i ium._edu.my

Abstract- Arabic Phonology has a standard pronunciation, language used to recite the Islamic sacred
book Qu’ran. The first codification of the Arabic language was undertaken by early Arab
linguistician who regarded the language of the Quran as the model of correctness. This was the first
time the Arabic language methods was adjusted and standardized with an explicit recitation
grammar defining correct usage. The codification included all its linguistic levels such phonetics,
phonology, morphology, syntax and semantics. There is no doubt Qu’ran is a best source, for over
decade and to the present, this grammar of classical Arabic is still taught to all Arabic speakers in
their general education courses/studies in Arabic Speech. Thus, the function of Arabic language
extended beyond the communicative needs of its native speaker as it served as the standard that all
Arabic speakers aspire to master . This study examines range of contention issues between traditional
and modern linguists. It is a study to compare both theory and practical based on technical analysis
of language phonetic sound. It is not to adjust the efforts made by grammarians but to perceive and
comprehend linguists and preserve the proper standard pronunciation of the Quran.
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“Department of Computer Science, College of Computing and Information Technology, Arab Academy for Science and
Technology (AAST), Cairo, Egypt
‘a.jaf84@gmail . com
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“*Department of Engineering Math & Physics, Faculty of Engineering, Cairo University, 12613 Egypt
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Abstract— in this research different clustering techniques are applied for grouping transcribed textual documents obtained out
of audio streams. Since audio transcripts are normally highly erroneous, it is essential to reduce the negative impact of errors
gained at the speech recognition stage. In attempt to overcome some of these errors, different stemming techniques are applied
on the transcribed text. To further improve the clustering accuracy, documents causing topic confusion are detected by using
fuzzy and possibilistic techniques and then excluded from the dataset. The goal of this research is to achieve automatic topic
clustering of transcribed speech documents, and investigate the impact of applying stemming techniques in combination with a
Chi-square similarity measure on the accuracy of the selected clustering algorithms. The evaluation has showed that using
rule-based light stemming in combination with spectral clustering technique achieved the highest accuracy, and this accuracy
is further increased after excluding the confusing documents by using the possibilistic GK algorithm.

1 INTRODUCTION

The growing amount of audible news broadcasted on TV channels, radio stations and on the Internet demands reliable
and fast techniques to organize and store those vast amounts of news in order to facilitate future search and retrieval.

In this work, Automatic Speech Recognition (ASR) — a technology that converts spoken words to written text — is applied
to audible Arabic news documents. Then a set of pre-processing and clustering techniques are applied on the transcribed
documents in order to categorize them into a set of predefined topics.

Since the transcription process is normally highly erroneous [11] and as an attempt to overcome some of these errors two
pre-processing steps: words formatting and stemming are considered to evaluate their impact on limiting the negative
impact of such errors. Three stemming techniques are selected: light stemming [17], root-based stemming [13], and rule-
based light stemming [12].

At the clustering stage, two similarity measures are used: Chi-square and the traditional cosine similarity measure. Chi-
square similarity measure is based on the Chi-square method [11]. This similarity measure is designed to eliminate non
informative words (usually erroneous words when applied on transcribed documents). Two clustering techniques are
utilized to achieve topic clustering: k-means, [24] and spectral clustering, [18]. K-means is selected as a simple and fast
traditional clustering algorithm. Spectral clustering is selected as it is one of popular, effective, and simple to implement
modern clustering techniques.

To further enhance the topic-clustering accuracy, the fuzzy c-means [8] and a possibilistic [15] version of the fuzzy
clustering algorithm “Gustafson—Kessel (GK)” [10] is used to measure the degree of membership of each document to
every topic cluster, hence all documents that don’t belong vividly to one topic can be identified and scheduled for manual
topic assignment.

This research is organized as follows: in section 2, speech transcription challenges are overviewed. In Section 3, the used
ASR system’s accuracy is evaluated. In Section 4, data set pre-processing steps are discussed. In Section 5, topic
clustering is discussed in details. In Section 6, experimental results are evaluated and discussed in section 7. The last
section concludes the research.

2 SPEECH TRANSCRIPTION CHALLENGES

The process of transcribing audible media to textual form using ASR system confronts many challenges that are typically
not present in normal textual documents [11]. The main challenges include: transcription errors, grammatical errors, and
out-of-vocabulary problem (OOV), or combination of the previously mentioned problems.
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The occurrence of such problems can seriously restrict the transcription process efficiency and hence restricts any further
analysis applied on the transcripts. This work targets the overcoming the problem of transcription errors as it is the most
common problem when dealing with news transcripts.

The transcription errors occur due to limitation in the ASR system. The correction or elimination of such errors is a
challenging task and requires understanding the nature of these errors. According to authors’ observation, the
transcription errors regarding Arabic language can be categorized into four sets:

1) Omission errors: happen when the ASR fails completely to recognize a word or a series of consecutive words. In
this case, the words are dropped out from the transcribed text and recognition process is continued. Omission
errors are irrecoverable.

2) Word insertion errors: occur when the ASR confuses word syllables with a separate word or multiple words. In
this kind of errors, the original word is irrecoverable.

3) Misidentification errors: identifying a pronounced word as a different word similar in pronunciation. The
transcribed word may or may not belong to the valid Arabic vocabulary set.

4) Minor spelling errors: a spoken word is identified correctly, but spelled wrong in transcription. These errors
usually affect the way a word should be pronounced and it may affect its meaning as well. Common minor
spelling errors generated by ASR are replacing the letter ‘2 with ‘> at the end of the word and vice versa,

replacing one of the following letters with one another ‘), ‘i’, ‘", and *P, and diacritics related errors.

3 ASR SYSTEM’S ACCURACY EVALUATION

The performance of speech recognition systems is usually evaluated in terms of accuracy and speed. Accuracy is usually
rated with Word Error Rate (WER), whereas speed is measured with the real time factor. Other measures of accuracy
include Single Word Error Rate (SWER) and Command Success Rate (CSR).

The WER [53] is commonly used to measure speech recognition performance. It is based on the frequency of
occurrences of three types of errors: substitutions—a reference word is replaced by another word, insertions —a word is
hypothesized that was not in the reference and deletions—a word in the reference is missed. WER is calculated as in (4.1).

#Substitutions + #Insertions + #Deletions
WER = )]

#Reference Words

WER is typically calculated by matching the reference and the corresponding transcriptions and it can be over 100%.
Table I and Table II show the performance evaluation of the Dragon Dictation recognition system before and after
removing stop words. It is notable that removing stop words in the preprocessing phase has reduced WER to ~20.65%
instead of ~29.11%; it also reduced the vocabulary size by ~56.29%, which is great for reducing storage size and any
further processing time.

TABLE

OF THE DRAGON DICTATION RECOGNITION SYSTEM BEFORE REMOVING STOP WORDS

Reference Words Substitutions% Insertion% Deletion%
68720 17327 2105 574
WER % 29.1123399
TABLEI

WER OF THE DRAGON DICTATION RECOGNITION SYSTEM AFTER REMOVING STOP WORDS

Reference Words Substitutions% Insertion% Deletion%
30040 3607 1831 766
WER % 20.6524634

The Substitution errors have the highest effect on the accuracy of this system as it form =86.6% of all the errors.
Fortunately, many of those errors occur among stop words, and it occurs in a way that can be fixed during the stop words
removal phase of the preprocessing, which reduce this percentage to =58.14%. An example of a common substitution

error related to stop words is substituting the article “0" with either “43" or “Ul” according to the pronunciation. In both
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cases they are both valid stop words and hence would be removed. Substitutions that occur among stop words represent
~79.18% of all the substitutions.

Insertion and deletion errors are much less common than substitution errors as they represent ~3.1% and ~0.84%
respectively of the whole reference words. Compared to substitution errors that represents =25.21% of the reference
words, Insertion and deletion errors are acceptable. Insertion errors count is slightly decreased by removing stop words
whereas deletion errors count is increased (Table II). Handling insertion and deletion errors is beyond the scope of this
research.

The decrement in the insertion errors count can be explained as some of the inserted words are stop words, and thus can
be removed safely. For Example the word “—wi” could be transcribed into “<lad ¥ confusing the definite article “J”
with the stop word “¥”. This counts as insertion error until fixed by removing stop words. The conclusion is that stop
words removal didn’t actually help much with this type of errors.

The increment in deletion errors count is due to the transformation from some of substitution errors to deletion errors
after removing stop words. For example, in one of the transcriptions, the phrase “coallnlyd e sl Jeay’ i
transcribed to “coall nld (e owldll 227 By comparing the two phrases, it is clearly obvious that the word “dslsy” is
substituted by “”. Now after removing stop words from both phrases they become: “olall (edll Jslay” and « (el
&)=l respectively. Comparing the two phrases after removing stop words would indicate that the word “Jsis is now
missing as its substituted word “2x” is removed as being one of the stop words.

4  DATASET PRE-PROCESSING

As any written text documents, the transcribed documents produced by the ASR system are of unstructured format. Thus
it is required to transform these unstructured documents to structured format using pre-processing in order to facilitate
any further analysis applied on them. The following are the steps involved in the pre-processing applied in this work.

1) Tokenization: the process of mapping sentences from character strings into strings of words. For example, the
sentence “clalll 5l e 23 Ay el 2211 would be tokenized into “Aalll/”) A jall/?) “and/” “cpef?, el ccilalli,

2) Stop words removal: Stop words are typical frequently occurring words that have little or no discriminating power,
or other domain-independent words. Stop words removal can increase the effectiveness of the information
retrieval process [2], [14], especially when dealing with large volume of text [21]. Stop words identified in this
work include numbers, days and months names, prepositions, pronouns, and conjunctions.

3) Words Formatting: An extra step applied in this work to unify all different shapes of the same letter to one form
and also to remove some unwanted suffixes.

4) Stemming: Removes the affixes in the words and produces the root word known as the stem. Typically, the
stemming process will be performed so that the words are transformed into their root form. Automatic Arabic
stemming is effective technique for text processing for small collections as in [4], [5] and large collections of
documents as in [16], [17]. It also can enhance clustering as in [5]. Arabic stemmers are categorized as either root-
based as in [6], [13] or stem-based (light stemmers) as in [16], [17]. Also the research for hybrid techniques, like
the rule-based light stemming technique [12], has evolved to minimize the drawbacks associated with standard
stemming techniques.

5) Weighted matrix construction: the process of representing the text document into a machine readable form [12].

Besides transforming the unstructured transcribed text to structured form, the pre-processing is also used as the first
phase to reduce the transcription errors by either correcting or help overcoming some of these errors. This happens
during the pre-processing steps: words formatting and stemming. The following discuss how applying pre-processing can
correct or help overcoming some of the transcription errors.

In Fig. 1, and Fig. 2 erroneous words like “cla’ «ual” <12 <6 il “ary jailP” and “48a3 are examples of minor
spelling errors. According to Arabic syntactic rules [3], the correct spelling for these words should be: “lay?, “Gual”, I3,
5yl Ay 21l and “483”, Such a problem is common in Arabic ASR systems and leaving it without handling would
cause problems in any further analysis as in any computer system words like “<lx” and “<ia” aren’t the same and
actually will process them as two separate words. In this kind of errors, the correct spelling is determined on syntactic
rules that depend in most cases on pronunciation. The correct pronunciations depends on the meaning of the word which
is determined according to its context, thus the only way to detect and correct such errors is searching massive dictionary
of correctly spelled Arabic words and searching for the correct syntax if the word is misspelled. It is possible for a word
to take many correct forms in different contexts, hence automatically selecting the correct form needs understanding the
word context. Such process is inefficient in terms of the processing time and power required as Arabic is very complex
language, moreover, many existing machine learning techniques don’t require understanding the language structure to
operate on text, so it is not efficient to do such thing as a pre-processing step just to correct some errors. The most
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suitable solution is not to correct these errors but to work around them by unifying all different formats of a letter into
one form. The unification process is performed at the words formatting step. Some suffixes are also removed at the word
formatting step to fine-tune the input text for the stemming step.

Three stemming techniques are utilized in this work: light stemming represented in Larkey’s light10 stemmer, root-based
stemming represented in Khoja’s root-based stemmer, and rule-based light stemmer. The stemming techniques are
applied in this work to unify vocabulary and also to overcome some transcription errors.

The words “la s, “calll <al? “dlaly? < ual? « 5 &) «Al$” and “3” in Fig. 1 are examples of misidentification
errors. The original words are “z 5, “clad”, “8” “Jar’ “amal” a3 & “J8” and “sL”, If a word is misidentified into
one of its relative forms, so there is a good chance that this mistake would be overcame when root-based stemming is
applied. The light and rule-based stemmers would either transform the word to another form or leave it without any
transformation in some cases.

Both light and rule-based stemmers actually tend to correct the error in case of occurrence of inserted letters in the start
and the end of the word as long as the inserted letters exist on their prefix/suffix removal list. The root-based stemmer
can also correct an erroneous word if by chance the original word is the same as the root of erroneous word. The word
“la s (Fig. 1) is a good example, after removing the suffix ‘) at the word formatting step the result is “zs% which
would be transformed by the root-based stemmer to “z " (Fig. 3) which is also the same as the original word in spelling.

el ddaa e canll) Loy @llig ) e G0 5 el sl 5 SE Uiyl s sall il Loy (s g Loy 555
SV a2 15y gpiall g il g )5 o A5yl Ll und I ] A W Al a5 81Lal) 5 6S i shail oyl (3 8 4103 81
s sl ol e ) e da ) A8 5l dBaSe e AL V) (5 by i S jaaly

Figure 1: Sample of transcribed text with various transcription errors

ol Cipn al 18 (8 e pa ST Ul ) 9 Gl sy (o 538 53 gy 55
Gadle bl (3l st 5 sl oS gl (A e alill s )5 (T8 e il ead Ladd Lo oy | jlae i oS (sl je (B b JA o8
a3 4% ol je @l J8 Jsls

Figure 2: Sample of transcribed text after applying pre-processing with light stemming

aol o cal g (6 ) je 028 S oyl 50 il o) G5B 0 7 55

dayam)l J8 (ol Gallai (358 i) Jua g S ¢ ) Osdie guld (g (U ) se il ol Jah Tl g |3 (568 (Sshail a2 5,8 Jaa o8
P9 (o8

Figure 3: Sample of transcribed text after applying pre-processing with root-based stemming

podll i ol g (o e a5 58 Janl ) 50 il sy (o 538 53 53
Ui 3a%a e ada (5l i ) a5 g e il J) 55 6 oy il (pund Jah Ll s o) Jlae a5 3 shail (e (2 Jala pil
prse 48 (o dal jaday ) S

Figure 4: Sample of transcribed text after applying pre-processing with root-based stemming

All three stemming techniques fail when the erroneous word is substituted by completely another word of a different
spelling and meaning like “cxalll”, “a28” and “ueat” as in Figures 2-4 or if by chance a letter is inserted in the middle of
the word. If such erroneous words are not repeated frequently along the whole set of documents, they would probably
have poor information contribution, and hence they would be eliminated by the chi-square based similarity measure if
their information contribution assessment doesn’t comply with a certain threshold, otherwise they would be retained.

After applying stop words removal, words formatting and stemming, and in order to process the transcribed documents
for topic clustering, they must be represented in a machine readable form. Vector-Space Model (VSM) the model applied
in this work because of its effectiveness in proximity estimation between text documents in addition to its conceptual
simplicity [12].

In VSM all documents are represented as vectors of weights in an n-dimensional space of terms. At the recent time, there
are a number of well-known methods that have been developed to evaluate term weight [23], in this work, Okapi method
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[19] is applied, which is a modification of a classic TFIDF (Term Frequency x Inverse Document Frequency) weighting
scheme and proved to be efficient in a number of applications [1], [7].

According to the Okapi method Combined Weight of the word (CW) is calculated as in (1).

(K +1)x CFW(w; ) x TF(w;.D)

WD ) = (T =By b < NDL(D;)+ TF(w;.D})

(M

The quantity CFW(w;) = log

is the data set collection frequency weight; N is the total number of documents in the

n(w;

collection and N(W;) is the number of documents containing the word W; . The quantity TF(w;, D;) is the frequency of

occurrences of word w; in the document D; and NDL(D;) is the length of the document D; normalized by the mean

document length. The constant b controls the influence of document length and is empirically determined to the value
0.75. The other constant K acts as a discounting parameter on the word frequency: when K is 0, the combined weight
reduces to the collection frequency weight; as K increases the combined weight approaches tf xitf . K is set to 1.25 in

this work.

Once CW is calculated for all words, it is easy to calculate the Weight of a Document (DW) the same way. DW can be
calculated for the whole document or any of its parts via applying (2).

DW(D) =Y, _, CW(w,) &)

5 Toric CLUSTERING

Topic clustering is the process of assigning one or more labels to text documents chosen from a pre-defined list of
topics using a similarity measure. A Chi-square based similarity measure and cosine similarity is used along with k-
means and spectral clustering algorithms.

The Chi-square similarity measure determine the word co-occurrences between matching transcripts by sorting all
words in transcripts by their weights and retain only those whose weights are greater than some empirically preset
threshold. Thus non-informative words including low frequently repeated erroneous words should appear at the bottom
of the sorted list and hence eliminated according to the empirically determined threshold. The Chi-square similarity is
calculated as in (3).

sim(Inter(D;,D;) =o x Inter(D;, D)), 3)

where o is given by evaluating the Chi-square test in (4) and Inter(D;, D;) is given by (5). The calculated similarity

will range between 0 and 1 and it will be equal to 1 if and only if D; = D i

(CW (W | W & D;)—CW (w |wj € Dj))*

X2 = 4
ZWKEDiﬁDj CW (w |wy € Dj) @
DW(D; N D;)
Inter(D;, D) = —————, (%)
DW(D;)
such that in case of D; # D j 1s true, then the inequality in (6) is also true.
Inter(D,,D,) # Inter(D;, D,) ©)

The widely used cosine similarity (7) measure is also used. The clustering accuracy is, then, compared to the accuracy
achieved via using the Chi-square measure.

N

Z(WkiXij)
S¢(D;,Dj) = (7

N N
‘/ZW% X Wi
k=1 k=1
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For Topic clustering process, three clustering approaches are used: hard clustering, fuzzy clustering, and possibilistic
clustering.

A. Hard Clustering

Hard clustering means partitioning the data into a number of subsets (clusters) such that an object either belong or
doesn’t belong to a cluster. Two hard clustering techniques are utilized in this work: k-Means, spectral clustering.

K-means is based on the idea that a center point (centroid) can represent a cluster. It is one of the most popular traditional
data clustering algorithms because of its simplicity and computational efficiency. The main problem with this clustering
method is its tendency to converge at a local minimum and the final results highly depends on the initial choices of
centroids.

Spectral clustering reformulation of the clustering process takes place using a similarity graph G=(V, E) where the goal is
to find a partition of the graph such that the edges between different groups have very low weights, and the edges within
a group have high weights. The similarity graph used in this work is the fully connected graph because the Chi-square
similarity measure itself models local neighborhoods, so it best suite this kind of graphs as described in [22].

B. Fuzzy Clustering

Besides the fact that the transcribed data are being erroneous, there is also a possible chance of the existence of high
percentage of topic overlaps and/or noisy documents that don’t belong to any predefined topic, which limits any effort to
correctly cluster such data into topics using hard clustering techniques. Thus the need emerged for a clustering method
that allows a document to belong to more than one cluster simultaneously with different membership degrees. Fuzzy
clustering method [25] allows object memberships satisfying the following constraints:

luij € [Oal]aviavj (8)
N
j=1
< .
i=1

The parameter 4 is the degree of membership of the feature point X in cluster 3; . C denotes the number of classes, and N

denotes the total number of feature points. The fuzzy clustering technique utilized in this work is the fuzzy c-means
algorithm.

The fuzzy c-means algorithm is based on the optimization of the following basic objective function:
N
C m2
J(Lau)zzi=12(ﬂij) dij (11)
j=1

The parameter L=( 5, ,..., B¢ ) is the collection of cluster prototypes, and U=[ z;; ] is a CxN fuzzy c-partition matrix
(membership matrix) satisfying the conditions (8), (9), and (10). dij2 is the distance of feature point X; to cluster center
c; (12).
2 2 T
dj =l x; —¢ [I” A=(X; —¢) AX; —C)), (12)

The fuzzy c-means algorithm is explained in [8].

C. Possibilistic Clustering

Because of the restriction in (10), the generated memberships degree don’t always correspond well to the actual degree of
belonging of the data, thus it is difficult to detect outliers in a noisy environment using fuzzy clustering. As a solution to
this problem, possiblistic clustering is used, in which the restriction in (10) is relaxed [6] as in (13). A possibilistic
version of the fuzzy GK algorithm is utilized in this work.

41



The Fourteenth Conference on Language Engineering 3-4 Dec. 2014 ESOLEC2014

max; 45 >0,V (13)

GK extended the standard fuzzy c-means algorithm by employing an adaptive distance norm, in which each cluster has
its own norm-inducing matrix A;, which yields the inner-product norm in (14). The choice of the norm-inducing matrix

A determines the cluster shape; hence the employing of adaptive distance norm adds the capability of detecting clusters
of different geometrical shapes.

dijg =[|x; —¢; ||2Aﬁ=(xj_ci)TAﬁ(Xj_Ci), (14)

The GK algorithm is based on the minimization the following objective function:
N
c
J(L,U):ZiZIZ(yij)md; 15)
j=1

This objective function cannot be directly minimized with respect to A, , since it is linear in A, , thus the determinant of

A; must be constrained as in (16).

A l=pispi >0,V (16)
Fixing the determinant of the matrix A; while allowing it to vary leads to optimizing the cluster’s shape while its volume

remains constant. The expression for A, is obtained by using the Lagrange multiplier method as follows:
A =[p;det(F)]'"F, 17)
where F; is the fuzzy covariance matrix of the ith cluster given by (18).
N
D i)™ 0 = e e’
F =1t (18)

N
D™
=

A generalized squared Mahalanobis distance norm is given by the substitution of equations (17) and (18) into (14), where
the covariance is weighted by the membership degrees in U.

The possibilistic version of the GK algorithm is derived from the general form of possiblistic algorithms introduced in
[6]. The objective function of the possibilistic GK is obtained by (19).

N N
C C
W=D > ™+ Y Y - )" (19)
= =

where g is updated using (20) and 7; are suitable positive numbers. The first term makes the distances from the

feature vectors to the prototypes (cluster centers) as low as possible, whereas the second term leads to avoiding the trivial
solution by forcing s; to be as large as possible. The parameter 7; is calculated as in (21) and (22).

1
Hij =———— (20)
1+(di)%n—l
i
N
2
i = KA @1

Z#irjn
i

where K is typically chosen to be 1. This choice of 77; makes it proportional to the average fuzzy intra-cluster distance

of cluster f3; .

42



The Fourteenth Conference on Language Engineering 3-4 Dec. 2014 ESOLEC2014

>
_Xedlg 22
T e 22)

where (I];), is an appropriate & -cut of ;. In this case, 7; is the average intracluster distance for all of the “good”

feature vectors (vectors with memberships greater than or equal to ¢ ). The parameter « is typically set to a value
between 0.1 and 0.4 for consistent results. The possibilistic GK algorithm is explained in [15].

6 EXPERIMENTAL RESULTS

The dataset used in this research consists of audio news stories collected and recorded manually from various Arabic
news broadcast networks: Al-Jazeera, Al-Arabiya, and BBC Arabic. The dataset size is about 30 hours of recorded
Arabic news stories. The average length of the news story is two minutes. The news stories are transcribed generating
1000 text files divided into five topics: culture and arts, economics, politics, science, and sports.

The reason behind the manual selection of the news stories is to minimize speaker related problems, like unclear
pronunciation and grammatical errors. The collected news are then transcribed into text documents using ASR system

“Dragon Dictation” [9], and then pre-processed for topic-clustering.

After applying pre-processing steps on the documents and performing clustering techniques, the accuracy of clustering is
evaluated using F-Measure (21), a measure that combines the recall and precision ideas from information retrieval [19].

F:Z%Max{F(i,j)} @)

The max is taken over all clusters at all levels, and n is the number of documents and F(i,j) is defined by:

2xRecall(i, j)xPrecesion(i, j)

Fa, )= — — 22
D Recall(i, j)+Precesion(i, j) @2)
Recall(i, j) =n; /m; (23)
Precision(i, j) =n; /n; (24)

The quantities Recall and Precision are calculated as in (23) and (24), where n;; is the number of members of class i in
cluster j, n; is the number of members of class i, and n; is the number of members of cluster j.

The dataset is divided into subsets of sizes ranged from 50 to 200 documents per category. Experiments are carried out
on each of these subsets four times for each clustering algorithm: when no stemming is applied, when light-stemming is
applied, when root-based stemming is applied, and finally when rule-based light stemming is applied. Each clustering
algorithm is run twice: one time with the use of the Chi-square similarity measure, and the other time with the use of the
popular cosine measure. The accuracy of the clustering is evaluated for each subset, and then the average accuracy is
calculated among all the subsets (Table IIT).

The dataset is divided into subsets to consider the effect of the change in dataset size and hence the change in the amount
of information contained in each subset on the average clustering accuracy. The reason why clustering is first applied on
non stemmed data is to measure the impact of applying stemming techniques on improving the accuracy of the clustering
algorithms operating on such erroneous data. The use of two similarity measures is to ensure that the Chi-square measure
makes a positive effect on clustering the erroneous data into topics.

TABLE I

ACCURACY EVALUATION OF TOPIC CLUSTERING OF THE TRANSCRIBED DOCUMENTS USING HARD CLUSTERING METHODS

Clustering Average Accuracy
Approach/Similarity _
Measure Non-Stemmed | Light-Stemmed | Root-Stemmed | Rule-Stemmed
k-Means /Cosine 39.42% 44.61% 54.41% 60.04%
k-Means/Chi-square 44.3% 47.6% 56.5% 63.35%
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Clus lse‘:;"gt/'glosme 45.62% 50.96% 65.57% 7133%
Clus leri‘fgeféﬁl_square 46.5% 53.8% 68.9% 76.11%

The experimental scenarios applied on the transcribed news documents are also applied on the error-free version of those
transcribed documents, and then the average accuracy is calculated (Table IV). This step is carried on to gain knowledge
about the sensitivity of the original data to clustering, thus an assessment to what extent the techniques proposed in this
work have managed to overcome transcription errors can be performed.

TABLE IV

ACCURACY EVALUATION OF TOPIC CLUSTERING OF ERROR-FREE VERSION OF THE TRANSCRIBED DOCUMENTS USING HARD CLUSTERING METHODS

Clustering Average Accuracy
Approach/Similarity .
Measure Non-Stemmed | Light-Stemmed | Root-Stemmed | Rule-Stemmed
k-Means /Cosine 62.2% 64.63% 68.06% 76.84%
k-Means/Chi-square 65.9% 67.97% 72.84% 79.05%
Clus z‘r’;i;glosme 72.2% 74.97% 80.77% 85.15%
Spectral o o o o
Clustering/Chi-square 74.87% 76.85% 82.74% 87.21%

By comparing the accuracy results in Table III and Table IV, and by observing the clustering confusion matrix for each
clustering scenario for both original and transcribed date, it is concluded that in both sets of data, there are documents
causing clustering confusion. The existence of topic overlaps in the original data is the main cause of such confusion.
The information loss due to the transcription errors is increasing the confusion even more in the transcribed data.

In the next phase of experiments fuzzy c-means and possibilistic GK algorithms are applied on both the transcribed and
the original data, and the membership matrix is analyzed to evaluate the amount of confusing documents in each topic as
in Fig. 5 and Fig. 6. A document is considered confusing to the clustering process if its membership degrees to all
clusters are under a certain empirical threshold, or if its membership degrees to all clusters are convergent. By
determining which documents are affecting the clustering accuracy, they can be excluded and the rest of the documents
are maintained. Doing such exclusion, would improve the clustering accuracy for the rest of the documents. After re-
applying the experiential scenarios on the remaining data on both transcribed and original data, the average clustering
accuracy improved to an a maximum 79.34% and 90.52% respectively for the remaining data after using fuzzy c-means
and maximum of 85.62% and 92.26% respectively for the remaining data after using possibilistic GK algorithm. In both
cases, the maximum average accuracy is obtained when spectral clustering is used on rule-based stemmed data. Manual
categorization can be considered a solution to categorize the excluded documents.

120 l l l } 140 -
100 120

80 OMNon-stsmmad 100 1 QNon-stemmed
P - BUghtStemmed B0 BLight-Stemmed
< | — QRook:Stemmed 80 1 ORoot-Stemmed

o 40 H H ORule-Stemmed

a B P L

1] T 0 - T

Arts  Economics Pollics Sclence Sports Arts  Economics Pollics Sclence  Sports
a) Confusing documents detected by fuzzy c-means b) Confusing documents detected by possibilistic GK algorithm

Figure 5: Confusion documents detected in the transcribed data
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a) Confusing documents detected by fuzzy c-means b) Confusing documents detected by possibilistic GK algorithm

Figure 6: Confusion documents detected in the original data

7  DISCUSSION

The results have showed that stemming techniques have improved the accuracy of all clustering algorithms applied on
the transcribed Arabic documents in all scenarios by an average of 19.7%. Rule-based light stemming has improved the
accuracy of the clustering process by an average of 23.75%, which is better than the rule-based and light stemming
techniques which improved the accuracy of the clustering process by an average of 17.39% and 5.28% respectively. The
reason behind that is the nature of the Arabic language and its related transcription errors. Light-stemming techniques
only removes certain prefixes and suffixes which will not truly and effectively transform all similar words to one root,
hence limit its ability to overcome misidentification errors. Light stemming is also known for causing high mis-stemming
and under-stemming errors. Mis-stemming occurs when an original part of the word is confused with an affix, and hence
is removed. Under-stemming occurs when stemming two word with the same root, but instead, the stemmer produce two
different roots. In contrast to light stemming, root-based stemming transforms all similar words to one root, except for
some limitations that may exist in the algorithm performing the transformation, which makes it more efficient than light-
stemming in overcoming errors. Root-based stemming causes high over-stemming errors where two words with different
roots are transformed to one root. Rule-based light stemming has more ability to overcome transcription errors than light
stemming, but less ability than root-based stemming. It also has the benefit of balancing between the stemming errors
caused by the light and root-based stemming techniques; hence it leads to the best performance in the clustering phase.
The spectral clustering algorithm achieved more accuracy than the k-means algorithm in all cases which may be
explained due to the nature of the data set. In contrast to spectral clustering, k-means tends to perform best in linearly
separable data. Since the topics chosen are general and limited in number, thus the chance of existence of cross topic
documents is increased and therefore the process of linearly separating data becomes more difficult.

The results also have showed that Chi-square similarity method has showed superiority over the popular and traditional
cosine similarity and it is best utilized by the spectral clustering algorithm.

Applying fuzzy c-means and possibilistic GK algorithms on both the transcribed and original data has revealed some of
the characteristics of the data. By analyzing the membership matrix and manual observation of the detected confusing
documents, it is notable that the Economics topic has the biggest number of confusing documents; this may be explained
due to the numerical-based nature of the content involved in this topic. Thus considering that the news stories are
relatively short, it is hard to extract unique features that can qualify such document to be assigned vividly to a topic. Arts
and Science have the second and third places in the number of occurrences of confusing documents. This may be
explained to the possibility of existence of sub-topics within them, in addition to the relatively small size of the dataset
that doesn’t cover all of those sub-topics well. Although Politics topic has the least confusing documents, it is the most
topic that received wrong-clustered documents from all other categories. This may be explained due to the interference of
politics in many aspects of life, so it is possible for an economical decision to be based on some political background and
both are melded into one news story. The possibilistic GK algorithm showed better ability to detect confusing documents
than the fuzzy c-means especially when applied on the transcribed data. The reason is that GK algorithm is better at
dealing with clusters of different geometrical shapes — caused by topic overlaps in the original documents — in addition to
the advantage of using its possibilistic version that makes it superior in dealing with outliers mostly existing in noisy data
(transcribed documents).

The number of confusing documents is increased in the transcribed documents due to transcription errors, especially
when such errors occur frequently in named entities (names of persons, organizations, places, etc) which usually
represent important features for guiding the clustering process. It is also notable that stemming played an important role
in reducing the amount of confusing documents in all topics of the transcribed and original data.
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8 CONCLUSIONS

In this research a set of transcribed textual documents obtained from a set of spoken documents are clustered into topics,
and the impact of applying three stemming techniques along with the Chi-square and cosine similarity measures on the
accuracy of the topic-clustering process is measured. The confusion nature of the transcribed data is investigated and
compared to its original correct form by the use of fuzzy c-means and a possibilistic version of the GK fuzzy algorithm
which showed that possibilistic clustering is best suitable for this kind of erroneous confusing data, compared to fuzzy
clustering, as it has more ability detect those confusing members and hence give the option for excluding them.

The clustering accuracy evaluation showed that stemming has improved the clustering accuracy in all test scenarios. It
also showed that Chi-square similarity measure has improved the clustering accuracy better than the traditional cosine
similarity. The best topic clustering results are achieved by applying the spectral clustering algorithm with the aid of the
Chi-square similarity measure on rule-based stemmed data scoring average accuracy of 76.11%. This accuracy is best
improved to 85.62% by excluding the confusing document using the possibilistic GK algorithm.
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Abstract — Best Tree Encoding is a promising feature extraction technique used in automatic speech recognition it based on
wavelet packet decomposition. This research provides comparison results between the standard BTE and the new proposed
model BMDE-BTE for solving the Tri-Phone Automatic speech Recognition. In Addition; comparison to mono phone
Recognition problem is introduced. For mono phone the encoding algorithm with the new entropy give better results for
correctness (24.60) and accuracy (-52.00) when adding Delta and Acceleration coefficients, but in case of tri phone correctness
get worst (19.56) and accuracy (-52.44).

Keywords: Arabic tri phone recognition, Best Tree Encoding, BTE

1 INTRODUCTION

Automatic Speech Recognition (ASR) is a technology that allows a computer to identify the words that a person speaks
into a microphone or telephone. It has a wide area of applications: Command recognition (Voice user interface with the
computer), Dictation, Interactive Voice Response, it can be used to learn a foreign language. ASR can help also,
handicapped people to interact with society. It is a technology which makes life easier and very promising.

View the importance of ASR too many systems are developed, the most popular are: Dragon Naturally Speaking, IBM
Via voice, Microsoft SAPI. Open source speech recognition systems are available too, such as HTK, ISIP, AVCSR and
CMU Sphinx-4. The interested tool is Hidden Markov toolkit (HTK), which is based on Hidden Markov Models (HMM:s).

A Hidden Markov Model (HMM) is a statistical model where the system being modeled is assumed to be a Markov
process with unknown parameters, and the challenge is to determine the hidden parameters, from the observable
parameters, based on this assumption. The extracted model parameters can then be used to perform further analysis, for
example for pattern recognition applications.

Speech recognition systems commonly carry out some kind of classification / recognition based on speech features
which are usually obtained via Fourier Transforms (FTs), Short Time Fourier Transforms (STFTs), or Linear Predictive
Coding techniques. However, these methods have some disadvantages. These methods accept signal stationary within a
given time frame and may therefore lack the ability to analyze localized events correctly. Moreover, the LPC method
accepts a particular linear (all-pole) model of speech production which strictly speaking is not the case. The wavelet
transform copes with some of these problems. The wavelet transform decompose the signal into a set of basis functions
that are scale variant with frequency. Wavelets are shifted scaled versions of original or mother wavelets. There are many
types of mother wavelets but the most suitable one for speech recognition is Duabiechi wavelet. The wavelet families are
commonly orthogonal to one another, since this situation gives computational efficiency and ease of numerical
implementation. Other factors influencing the selection of Wavelet Transforms (WT) over conventional methods include
their ability to determine localized features.

Even though many speech recognition systems have obtained satisfactory performance in clean environments,
recognition accuracy significantly degrades if the test environment is different from the training environment. These
environmental differences might be due to additive noise, channel distortion, acoustical differences between different
speakers, and so on. Many algorithms have been developed to enhance the environmental robustness of speech recognition
systems. The most frequently used approach is based on HMM phone models, where each speech waveform is initially
decomposed into a sequence of feature vectors. Then, a set of HMM phone models (phone recognizer) is utilized to extract
the corresponding phonetic sequence.
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Various speech recognition techniques have been utilized in the phonetic recognition task, with Mel Frequency
Cepstral Coefficients (MFCC) among the most widely used, especially in the HMM-based approach. Other speech features
such as Perceptual Linear Prediction (PLP), Line Spectral Frequencies (LSF), Linear Predictive Coding (LPC), short-time
energy, formants and wavelet-based have also been used. Due to the requirements of the large vocabulary and need for
speed in real time applications, the research affords has been dedicated to memory reduction and efficient search
algorithms. Terms such as tri phones [2-7] and syllables [8-12] are applied in ASR systems.

BTE algorithm introduced and developed to improve the speech recognition systems performance.BTE was first
introduced by Amr M.Gody [1], first generation BTE4.And where BTE based on optimal adjacency in frequency domain
which made manual, and where manual annotation for time-aligning speech waveform against the corresponding phonetic
sequence is a tedious and time consuming task a completely automated Arabic phone recognition system based on
enhanced Wavelet Packets Best Tree Encoding (EWPBTE) was introduced by Mohamed Hassan [13]. BTE second
generation BTES was developed by Maha Adham [14], the third generation BTE7 was developed by Eslam EI Maghraby
[15], by increasing the decomposing levels to 7 levels and uses the Log energy entropy instead of Shannon’s. The BTE
second and third generations show improvement over BTE4, but still not the expected success rate of BTE specially for
Arabic language, where maximum success reach 26.0%.

As a development to BTE, this paper introduces a new encoding algorithm which use down sampling to the human
auditory perception frequency (10000 Hz), then the best tree leave node encoded based on its location and energy to
increase the discrimination of the feature vector, all of these done by using Band Mapped and Distributed Energy Best
Tree Encoding Features (BMDE-BTE), which applied for tri-phone-based automatic speech recognition. To evaluate this
development many experiments were performed, and their results reported and discussed.

Section 2 is a BTE overview. Next, an overview for Band Mapped is addressed in section 3. Section 4 is a detailed
description of the proposed model Band Mapped and distributed Energy BTE. Section 5 explains HMM design for tri-
phone recognition. Section 6 presents the experiments and results, and section 7 contains summary and conclusions.

2 BTE OVERVIEW

A. Wavelet transform and best tree

The Wavelet Transform (WT) is used in a variety of signal processing applications, such as video compression, speech
recognition, and numerical analysis. It can efficiently represent some signals, especially ones that have localized changes.

Its representation basically involves the decomposition of the signals in terms of small wave components called
wavelets.

The wavelet transform has proven to be very efficient and effective in analyzing a very wide class of signals and
phenomena. It has the ability to compact the signal energy into few large coefficients. The original signal can be
reconstructed perfectly from these few coefficients while suppressing the other coefficients without losing most of the
features of the signal. Speech is a complicated signal produced as a result of several transformations occurring at several
different levels: semantic, linguistic, articulator and acoustic. Differences in these transformations appear as differences in
the acoustic properties of the speech signal. An important problem in speech recognition systems is to determine a
representation that is well adapted for extracting information content of speech signals. In general, transforming a signal to
a different domain is done to get a better representation of the signal. For recognition, better means having more ability to
separate signals which belong to separate classes or categories in the new domain than in the original domain. Also, speech
signal is not a constant frequency, where frequency vary with time, see figure 1, so Fourier transform which applied to a
constant frequency and periodic signal cannot used for speech signal, also, Short Fourier transform, where a fixed size
window applied to the speech signal to deal with the local changes in the signal frequency, cannot be used for speech
signal where too much information due to the window size not suitable to the signal.
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Figure 1: Speech signal
Wavelets have the ability to analyze different parts of a signal at different scales. The wavelet transform (WT) is a
transformation that provides time-frequency representation of the signal. The continuous one dimensional WT is a
decomposition of f (t) into a set of basis function Wa,b(t) called wavelets. The wavelets are generated from a single mother
wavelet P (t) by dilation and translation
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Figure 2: Wavelet transform
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where: f (t) is the signal to be analyzed, a is the scale, and b is the translation factor. W (t) is the transforming function
and is called the mother wavelet. Filters of different cutoff frequencies are used to analyze the signal. A continuous
wavelet transform can operate at every scale. Also the analyzing wavelet is shifted smoothly over the full domain of the
analyzed function. In discrete wavelet transform (DWT), scales and positions of powers of two are chosen. Given a
signal S of length N, the DWT consists of log 2 N stages at most. The first step produces, starting from S, two sets of
coefficients: approximation coefficients Al and the detail coefficients D1 see figure 3. These vectors are obtained by
convolving S with a low pass filter for approximations, and with a high pass filter for details, followed by dyadic
decimation. The next step splits the approximation coefficients Al into two parts using the same scheme, replacing S by
Al and producing A2 and D2, and so on.

Figure 3: Wavelet decomposition
This technique is most effective when it is applied to the detection of short-time phenomena, discontinuities, or abrupt

changes in the signal. BTE based on wavelet packet decomposition, the difference between the wavelet transform and
wavelet packet decomposition in that, in wavelet packet analysis, the details as well as the approximations can be split,

see figure 4.
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Figure 4: Wavelet packet decomposition

For speech signal not all the wavelet tree leaves have useful information so best tree is used to reduce the analysis time
and complexity. Best tree obtained by applying entropy function, see figure 5.There are many type of entropy functions,
here Shannon entropy is used.
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Figure 5: Two-levels wavelet packet and best tree
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B. Best Tree Encoding

BTE was first introduced by Amr M.Gody [1], the BTE first generation, as a speech recognition algorithm to solve the
problems in the existing speech recognition algorithms, bad performance in case of noisy environments. Figure 6 shows a
block diagram of BTE, it works as follow, for detailed description see [1], the input speech signal is divided and
windowed, using Hamming window, into frames of length 20 ms, then the frame is decomposed into wave packet tree
which consists of a number of levels and each level contain many nodes, not all nodes have a useful information about
the speech signal so, an entropy is applied to obtain which called best tree, Shannon entropy, this best tree is encoded into
a feature vector of four components.

JWJWMM" Framing and windowing L Waie packet decomposition F| Entropy F Encoding BTE

Figure 6: BTE block diagram

The first generation of BTE encodes the best tree based on the terminal nodes location as follow: [1]
After obtaining the best tree from the wave packet tree, figure 7.
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Figure 7: Wave packet tree for 4 points encoding [1]

The leave nodes encoded based on its location to a 7 bit value figure 8 shows an example for encoding a frame of
speech signal.

V1{0-25%} V2{25-50%} V3{50-75%} VA{75-100%)
Figure 8: Best tree 4 point encoding example
Circled numbers in figure 8 represent leave nodes in the best tree decomposition, which will be encoded into features
vector of 4 elements as shown in table 1.

Table 1
Best tree 4 point encoding evaluation.
Element Binary Decimal Frequency

value value band

Vi 0100001 33 0-25%
V2 0000110 6 25-50%
V3 0101000 40 50-75%
va4 0010100 20 75-100%

Features vector for this example speech frame will be:

F=[12; 64; 0; 4] 3)

The second generation of BTE5was developed by Maha Adham [14], where the decomposing level increased to 5 levels
to increase the discrimination of the feature vector to give 25% success rate, the third generation BTE7 was developed by
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Eslam EI Maghraby [15], by increasing the decomposing levels to 7 levels and uses the Log energy entropy instead of
Shannon’s. The last generation BTE7 gives 22% enhancements over BTE4 and BTES.

3 BAND MAPPED OVERVIEW

Before being processed linguistically, speech sounds must pass through the auditory system where the perceptually-
salient cues or features present in the acoustic signal are transformed in various, mostly non-linear, ways. When sound
enters the outer ear it is affected by the resonances of the pinna (ear lobe), concha (funnel-like opening to the outer ear
canal), and external auditory meatus (outer ear canal). The main effect of these resonances is to produce a broad peak of
15-20 dB at 2500 Hz and spreading relatively uniformly from 2000-7000 Hz (Pickles, 1988). What is of particular
relevance to the present discussion of the non-linear transduction of the ear is the finding that the pressure gain transfer
function of the middle ear is not uniform but shows a peak at 1000 Hz and gradually drops off to about 20 dB below peak
level at 100 Hz and 10,000 Hz (Nedzelnitsky, 1980). This peak is relatively flat, however, over most of the frequency
range containing speech cues (<10 dB variation from 300 Hz to 7000 Hz).

A. Frequency

There are three major types of auditory behavior that are of interest when examining auditory processing of the
frequency dimension. They are frequency discrimination, frequency selectivity (or resolution) and judgments of relative
pitch. Here, the more interested is the frequency discrimination.

1) Frequency Discrimination

Frequency discrimination refers to the ability to detect differences in the frequencies of sounds which are presented
successively. They are also referred to as frequency difference thresholds (df), frequency difference limen (DLF) or just
noticeable differences in frequency (or frequency jnd). Many studies showed that from 125-2000 Hz df is constant at about
3 Hz. It rises to about 12 Hz by 5000 Hz, 30 Hz by 10000 Hz, and 187 Hz by 15000 Hz. So the most useful information
exist in the frequency range below 5000 Hz or bandwidth 10000 Hz.

In the previous BTE generations the input audio signal has sampling rate 32000 Hz, which contains a lot of non useful
information, also this consume processing time and increase complexity. To overcome these problems and improve the
discrimination rate, down sampling must be applied.

2) Down sampling

Down sampling is decreasing the sampling rate of a signal. Let’s consider a simple case of down sampling a signal to
half of its original sampling rate. Simplest way to do this is to forget every other sample and we’ll have the desired
sampling rate. See figure 9.

Criginal Signal

[ W 1

! l

Signal downeampled by 2

Figure: 9 down sampling by 2

But if we reduce the sampling rate just by selecting every other sample of x (n), the resulting with folding frequency
Fs/2. The frequency spectrum tries to spread up but it cannot do so. Hence it winds up on itself. See figure 10.

Original spectrum

Spectrum wound up on itself

Figure 10: spectrum wound up itself
To avoid aliasing, we must first reduce the bandwidth of x (n) to W .= m/2. So we should cut of high frequency
contents to avoid aliasing.
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4  PROPOSED MODEL BAND MAPPED AND DISTRIBUTED ENERGY BTE (BMDE-BTE)

As mentioned earlier the previous BTE generations encode the best tree leaves based on its location, to increase the
discrimination of the feature vector and so that the success rate increased the best tree encoded based on the leaves
location and its energy, so eight components feature vector obtained. Also, to increase the success rate the proposed
algorithm BMDE-BTE was applied in Arabic tri phone recognition system. The proposed algorithm BMDE-BTE based
on the same idea of the previous algorithms but it differ in the sampling rate used where the sample frequency is down
sampled by a sampling rate to be 10000 Hz, also the output feature vector consists of 8 components which represent the
location and energy of the terminal nodes .The proposed algorithm BMDE-BTE not like the previous BTE algorithms
which recognize continuous words using mono phone recognition but it use tri phone recognition.

5 HMM DESIGN FOR TRI-PHONE RECOGNITION

A Hidden Markov Model is a statistical model of a sequence of feature vector observations. In building a recognizer
with HMMs we need to decide what sequences will correspond to what models. In the very simplest case, each utterance
could be assigned an HMM: for example, one HMM for each digit in a digit recognition task. To recognize an utterance,
the probability metric according to each model is computed and the model with the best fit to the utterance is chosen.
However, this approach is very inflexible and requires that new models be trained if new words are to be added to the
recognizer. A more general approach is to assign some kind of sub-word unit to each model and construct word and
phrase models from these.

The most obvious sub-word unit is the phoneme. If we assign each phoneme to an HMM we would need around 45
models for English; an additional model is also created for silence and background noise. Using this approach, a model
for any word can be constructed by chaining together models for the component phonemes. Each phoneme model will be
made up of a number of states; the number of states per model is another design decision which needs to be made by the
system designer. Each state in the model corresponds to some part of the input speech signal; we would like the feature
vectors assigned to each state to be as uniform as possible so that the Gaussian model can be accurate. A very common
approach is to use three states for each phoneme model; intuitively this corresponds to one state for the transition into the
phoneme, one for the middle part and one for the transition out of the phoneme. Similarly the topology of the model must
be decided. The three states might be linked in a chain where transitions are only allowed to higher numbered states or to
themselves. Alternatively each state might be all linked to all others, the so called ergodic model. These two structures
are common but many other combinations are clearly possible.[17]

When phoneme based HMMs are being used, they must be concatenated to construct word or phrase HMMs. For
example, an HMM for “cat' can be constructed from the phoneme HMMs for /k/ /a/ and /t/. If each phoneme HMM has
three states the “cat’ HMM will have nine states. While phoneme based models can be used to construct word models for
any word they do not take into account any contextual variation in phoneme production. One way around this is to use
units larger than phonemes or to use context dependant models. The most common solution is to use tri-phone models
where there is one distinct phoneme model for every different left and right phoneme context. Thus there are different
models for the /ai/ in /k-ai-t/ and in /h-ai-t/. Now, a word model is made up from the appropriate context dependant tri-
phone models: 'cat’ would be made up from the three models [/sil-k-a/ /k-a-t/ /a-t-sil/]. See figure 11.
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Figure 11: Tri-phone model for the English word Cat

While the use of tri-phones solves the problem of context sensitivity it presents another problem. With around 45
phonemes in English there are 453 = 91125 possible tri-phone models to train (although not all of these occur in speech
due to phonotactics constraints). The problem of not having enough data to effectively train these models becomes very
important. One technique (state tying) but another is to use only word internal tri-phones instead of the more general
cross word tri-phones. Cross word tri-phones capture co articulation effects across word boundaries which can be very
important for continuous speech production. A word internal tri-phone model uses tri-phones only for word internal
triples and di-phones for word final phonemes; “cat' would become: [sil /k-a/ /k-a-t/ /a-t/ sil]. This will clearly be less
accurate for continuous speech modeling but the number of models required is smaller (none involve silence as a context)
and so they can be more accurately trained on a given set of data.

Here, HTK tool kit was used in HMM training. HTK first is driven data and uses a similarity measure between states.
The second uses decision trees and is based on asking questions about the left and right contexts of each tri-phone. The
decision tree attempts to find those contexts which make the largest difference to the acoustics and which should
therefore distinguish clusters. This tree is driven based on good pronunciation knowledge for English language.
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For Arabic language there are no enough pronunciation researches, so the decision tree can’t be driven and HTK based
only on the tied list obtained from merging mono phone, bi phone and tri phone in one file (fullist) and use it for training
the HMM model.

6 EXPERIMENTS AND RESULTS
A. Experiments procedures

In the experiments reported in this paper, continuous word recognition experiments were performed using an Arabic
database in an Egyptian colloquial language. This database consists of 2977 speech files in the wav format with 32000
Hz sampling rate, 16 bit, before any processing the wav file was down sampled, as a preprocessing step, to a sampling
frequency 10000 Hz where the speech signal band width is 8000 Hz and assume 2000 Hz as guard band where some
voices increase more than 4000 Hz so 10000 Hz sampling frequency is efficient for speech processing and provide only
the useful information. The database divided into two sets one for training the Hidden Markov Model (HMM) models
using HTK toolkit and the other for testing and evaluation of the recognition process. The new feature extraction
algorithm used in Arabic mono phone and tri phone recognition, then a new entropy which introduced by Mai Ezz [16]
used in the recognition process for mono and tri phone. The new entropy based on Mel frequency where not all speech
frequencies detected by the human auditory system so not all leave nodes have useful information, then using this
entropy gives a new best tree contain the most important information in the speech signal.

Experiments were performed to obtain comparative results for the new BTE algorithm with the previous BTE
algorithms and then evaluate the new algorithm. The new algorithm was applied for mono phone recognition, in all BTE
generations, and then the new entropy used in the new algorithm and applied for mono phone recognition, the above
experiments repeated for tri phone recognition. Finally, the above experiments repeated with adding Dleta and
Acceleration coefficients to the feature vector. In each experiment Gaussian Mixture Model (GMM) take the value 2.
The next section shows the detailed results of each experiment.

B. Results

This section report the results of all experiment, see Tables 2, 3 and 4, and discus these results to evaluate the new
BTE algorithm.

The HTK tools used for evaluating the recognition results, HResults tool compares the transcriptions output by HVite
tool with the original reference transcriptions and then outputs various statistics. HResults matches each of the
recognized and reference label sequences by performing an optimal string match using dynamic programming. After the
optimal alignment founded, the number of substitution errors (S), deletion errors (D) and insertion errors (1) calculated.
Then the percentage correctness and accuracy calculated as follow:

Percent Correct= ((N-D-S)/N) X100% 3)

where N is the total number of labels in the reference transcriptions ignores insertion errors. For many purposes, the
percentage accuracy is defined as

Percent Accuracy= ((N-D-S-1)/N) X100% 4
Table 2
BTE-4 Results
Entropy Qualifiers % Correctness Accuracy
Mono phone Shannon 19.35 -136.83
A_D 22.26 -64.56
New entropy - 19.56 -52.02
A_D 24.60 -52.40
Tri phone Shannon 19.37 -136.92
A_D 22.19 -64.25
New entropy 19.56 -56.00
A D 24.60 -52.44
Table 3
BTE-5 Results
Entropy Qualifiers | % Correctness Accuracy
Mono phone Shannon 15.02 -141.90
A D 21.32 -82.75
New entropy 17.89 -74.31
A D 23.11 -48.44
Tri phone Shannon 15.01 -123.82
A D 25.33 -36.20
New entropy 15.05 -120.00
A D 24.91 -41.24
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Table 4
BTE-7 Results
Entropy Qualifiers % Correctness Accuracy
Mono phone Shannon 13.44 -253.08
A D 19.60 -225.00
New entropy 16.12 -181.20
A D 20.45 -102.11
Tri phone Shannon 13.44 -249.89
A D 18.78 -202.04
New entropy 16.00 -177.49
A D 19.80 -92.46

The negative value of Accuracy is a reflection of low stability of the recognizer, where the insertion errors are too
much. The optimal situation or the most stable situation exists when the total numbers of recognized phones equal the
total number of expected phones. The expected phones are pre-evaluated before the recognition process, this process is
called transcription.

With reference to MFCC technique with the same database and using three qualifiers Delta, Acceleration and Energy
the features vector becomes 39 components vector the output correctness equal 37%, by using the proposed model for
two qualifiers only Delta and Acceleration the feature vector becomes 16 components vector and give correctness about
25% or about 68% with reference to the common technique MFCC, so the proposed is a promising technique if
considering the not 100% database accuracy and also if the transcription done manually. Also, the proposed model is
faster than the previous BTE generations and MFCC because it based on a reduced feature vector so it save the
processing time and power. As a future work a new and more accurate database and more accurate transcription method
will be used to increase the accuracy and make it more stable, positive correctness values.

7 SUMMARY AND CONCLUSION

The above results show that BTE-4 and using the new entropy for mono phone recognition give the best results, and using
tri phone not give enhancement in the success rate, also increasing the decomposition results not improve the performance.
Finding efficient automatic speech recognition techniques for Arabic words is of great interest since the research efforts
remain limited.BTE is a promising technique, mono phone recognition shows better results than tri phone results. Also,
when using the new entropy and adding Delta and Acceleration coefficients more improvement obtained.
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Abstract—Social media has recently witnessed major developments, as its applications and platforms are now being used by
many people all around the world. As its importance kept rising, the need for applications that can manage this enormous
amount of digital data has increased as well. One of the most important applications needed is Sentiment Analysis application,
which is to be used to identify the sentiment of those who engage in online conversations on social media towards a certain
issue. This research is based upon building a linguistic mechanism to analyze opinions and break them down to positive,
neutral, and negative. This mechanism can also identify the sentiment of the user based on his tone of voice expressed in
writing on social media, which can be broken-down into negative sentiments; e.g. hate, anger and grief, positive sentiments;
e.g. love, happiness, and optimism, or neutral sentiments (objective). This would be done through building a group of lexical
databases and linguistic rules in order to analyze such opinions and conversations automatically. It is necessary to point out
the possibility to update these databases based on the semantic field or the domain we want to analyze its content on social
networking websites.

1 INTRODUCTION
A. Social Media

There are so many definitions of social media; each of which focuses on certain group of aspects or characteristics. We
can define it as a developed online interactive tool by which people can share knowledge and experiences.Social media
has a special importance in today's world as a free and easy way of human communication. It is applied not only in social
life as its name indicates, but also in fields such as industry, health, education, public sector...etc.

Worth mentioning that Facebook is the largest social media platforms in terms of active monthly users, as it recorded
1.32 billion monthly active users as of June 30, 2014.The total number of Facebook users in the Arab world as of
beginning of May 2014 is 81,302,064 up from 54,552,875 in May 2013. Total number of active Twitter users in the Arab
world reached 5,797,500 users as of March 2014. The estimated number of tweets produced by twitter users in the Arab
world in March 2014 was 533,165,900tweets or 17,198,900tweets per day.

1) Social Media Types: Social media has many types that can be grouped according to many features; here we
elaborate some of the most common types according to purpose of the platform. (Social Networks, Social Q&A,
Microblogs, Video Sharing, Photo Sharing, Forums, Wikis...etc.)

2) Social Media Analytics: Analyzing user generated content shared on social media is becoming very important in
a world that is increasingly using social media in a variety of fields. Analysis of social media conversations is
especially concerned with quantitative and qualitative metrics such as the sentiment of users' opinions, influence
of users, users' demographics, language and accents used, topics discussed...etc.

There are many automatic social media analytics tools, paid and free, but only few give accurate comprehensive
analysis results. These tools can work as monitoring dashboards (e.g., HootSuite), social search engines (e.g.,
Topsy), comprehensive analysis tools (e.g., Radiane6).

B. Sentiment Analysis

Sentiment analysis is analyzing a text in order to define the dominating sentiment of the author when he wrote the text. In
social media it is concerned with analyzing posts and tweets in order to define the sentiment of the user who wrote them.
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The sentiment can be one of the following; positive, negative, or neutral. One tweet/post can have more than one
sentiment, but there's always a dominating sentiment.

Sentiment analysis is very challenging in terms of automation, especially in Arabic, because of many factors; one of them
is the lack of accurate text analysis mechanisms, and another factor is that users on social media do not write in a
standard unified language, but rater use a developed form of expression, in which we can find a mixture of standard
language, colloquial language, and a developed way of using punctuation marks and emotion icons.

Importance of Arabic conversations sentiment analysis comes from the fact that social media users in the Arab world are
increasing every day, hence the need for an automated tool to analyze a large set of data (text) produced by Arab users.

Sentiment analysis and opinion mining results can help in many ways, for instance it can help companies understand how
they and their products or services are perceived by the public. This can be achieved through collecting all relevant
mentions of the company and its products or services from all public social media platforms, then analyzing the
dominating sentiment in these opinions.

C. Application of Sentiment Analysis in Business Research

Suggested mechanism can be used in various ways; for instance companies and organizations can breakdown users'
opinions/reviews by platform, because each social platform has its own audience, hence analyzing the sentiment of every
platform separately, and compare results not only to identify how satisfied audience are, but also to measure how
successful the company was in building its image and reputation on these platforms. If for instance analysis results have
proven a general dominant negativity in Twitter users' opinions, on the other hand opinions on Facebook were mostly
positive. Considering the previous results, the company needs to review its communication/marketing strategy used on
Twitter.

Sentiment analysis results could also be used in chronological comparison between overall users' opinion in a period (e.g.,
month) and a following or any other period. This can help companies identify the trend of users' opinions towards them,
which is an indicator of sales and customer retention.

Another useful application is competition analysis. A company can analyze users' sentiments towards its competitors, and
compare analysis results with its own, in order to know how people perceive all companies in the field, hence they can
take data informed decisions, based on real-time data.

D. Related Work

We tried some free-to-use and paid social media analytics tools that provide sentiment analysis as part of their analytics
products. Their Arabic sentiment analysis results were mostly not accurate due to - as we believe - their lack of a
comprehensive linguistic analysis mechanism. Arabic is different than English in some ways, so a sentiment analysis
mechanism should be specifically made and used for Arabic conversations.

Some of the common problems that we found in these tools® are: they rely on a very small corpus, don’t use both
linguistic and lexical databases, neglect the common typing mistakes, process only one dialect, or they rely only on one
level analysis without further classification of positive for instance into gratitude, content and so on.

As it's a relatively new field of interest for researchers, only a few research papers provide mechanisms of sentiment
analysis of Arabic conversations. We used internet research to explore published research papers in the same field of
Sentiment Analysis of Arabic Conversations. We found some interesting work that tackled this area and some even built
linguistic datasets, but they mostly relied on book reviews, Ref [1] or movie reviews, Ref. [3], but we could not find any
who built linguistic rules and corpus from social media public conversations, specifically tweets.

2 RESEARCH METHODOLOGY AND SAMPLE (SUGGESTED MECHANISM COMPONENTS)

A. Corpus

Constructing lexical and linguistic rules for any linguistic mechanism is known to be done through large linguistic
repertoire (corpus); therefore the researchers have chosen Arabic conversations and discussions on the micro-blogging

*hitp://www.sdl.com/products/SM2/ | http://www.trackur.com/ | https://www.repustate.com/| http://www.brandwatch.com/
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website Twitter to act as a kernel to a large-scale corpus. Researchers have chosen - as a sample - tweets mentioning a
telecommunications company in Egypt called VVodafone, to be the kernel of a communications field corpus, and a start
point to construct lexical and linguistic databases in the field of communications. The outcome includes about 300,000
Arabic words of comments, opinions, and conversations mentioning the company, its competitors, and/or the
telecommunications field in Egypt.The linguistic mechanism relies on the following two types of databases.

B. Lexical Databases
Building a lexical database requires the following steps:

1)

Step 1: to extrapolate the linguistic repertoire, in order to extract sentiment-bearing words and compositions
that can help in judging the opinions and discussions (opinion mining) in terms of being positive or
negative towards the entity subject to the analysis, which is Vodafone in our research sample. Table 1
presents some of these opinions "tweets":

TABLE 1.
SAMPLE OF TWEETS TO BE USED IN BUILDING THE CORPUS
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2)

Step 2: to assign polarity (orientation) to words and compositions that were extracted in step 1. To
guarantee the accuracy of this polarity assignment and hence the analysis results; and because one opinion
can bear negative and positive words, we suggest that classification take the following form: Very Negative,
Negative, Somewhat Negative, Somewhat Positive, Positive, and Very Positive. Table 2 presents examples,
and the weight of each class:

TABLE 2.
SENTIMENT CLASSES, THEIR WEIGHTS, AND EXAMPLES

Class Weight Sample Tweet Word Extracted

Very Negative -100 O3 s Ad g aS HE L Fr

Negative -50 a5 1S vie adall Ly )8 99 B3 () silash i B AlKSa s2ic Lin 2a 4 A<ia

Somewhat Negative -25 Lall cusd W (¥ eV Anay (58358 olaa Al aclaa JE

Somewhat Positive +25 Jinse Slel ) pan 505l Aldle) agaaaty G SVl Gy padl) alaes pgaahy

Positive +50 (usa) sola dala | ) sila g bl

Very Positive +100 osgal)
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3)

No doubt that having one of these words in a sentence is a major indication of user's sentiment. With the
class weight mechanism, we can identify the sentiment by identifying the dominant sentiment. Strength
(here we refer to as weight) is defined as the degree to which the word, phrase, sentence, or document in
question is positive or negative, Ref. [4].

Example: if an opinion has a word with weight -25 and another with +50 then the dominant sentiment here
is positive.

Step 3: to identify the synonyms of extracted words, whether in Modern Standard Arabic (MSA) or
Colloquial Arabic (we suggest using different dialects like Egyptian, Jordanian, and Kuwaiti...etc.). This
step aims to enrich the mechanism databases with more sentiment-bearing words. Table 3 presents two
words extracted from the sample corpus, and the synonyms derived from them.

TABLE 3.
SAMPLE OF TWO WORDS AND THEIR SYNONYMS

Sentiment Positive Negative

Sample Tweet =D e &y 2 (e Jeal 5812 58 L)

b YLl aal_pars )il RS o pae (8 3KE T gul Cansal ol g
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Extracted Word Jaal gl
SynonymS f‘h:i c.\).;i ‘éai cu.;&\ cLLaﬂ\ wm\ c)s;| cc_ﬁ\ cc.u}\ ‘i.\)i
4) Step 4: to identify the different orthographic variations of all the sentiment-bearing words extracted from

5)

the corpus. This step aims at further enrich the lexical databases with different forms of spelling for the
same word, considering not only different dialects, but also common spelling mistakes, and the so-called
Franco-Arab ; which is Arabic words written using Latin Alphabet.

Example 1: the word (-2 can be written; s oo o €1C.

Example 2: the word ¢l can be written: ahsan, a7sn, 27san...etc.

Step 5: the final step in constructing the lexical database; is deepen the level of analysis, by classifying
words extracted from the corpus into a sub-level of tone and sentiment. Positive words can be grouped
according to its sentiment to words that express/reflect content, gratitude, satisfaction...etc. Negative words
can be grouped to words of anger, sadness, discontent...etc.

This second level of analysis aims at deepens the judgment on the opinions, by classifying it into sub-fields,
each of which express a certain emotion or sentiment towards the entity subject to the analysis.

C. Linguistic Databases (morphological, syntactic, and semantic rules)

In our suggested analysis mechanism; we do not only rely on lexical databases to be used in Sentiment Analysis of
Arabic Conversations on Social Media, but we also rely on linguistic rules that should be extracted from samples of
tweets and posts mentioning the analysis subject, in our case here the telecom company Vodafone.These rules consist of
the following 3 types.

1)

2)

3)

Morphological Rules: When dealing with the Arabic language, we have to consider morphological rules,
especially etymology; as Arabic words usually have a prefixes and/or suffixes, which results in many
morphological variations of the same word. In the suggested mechanism we try to accommodate as many
variations as possible for the sentiment-bearing words. For doing this we suggest to use the "stem" of the
word, in order to guarantee the inclusion of all variations of the word, whether alone or with prefixes and/or
suffixes.

Example: the word Jeai can have the following forms: ,celeals peleals alealy oShaal eleal agleal aleal
~Slaaly,, etc.

Syntactic Rules: One of the most important syntactic roles in Arabic sentiment analysis is affirmation and
negation, which plays an important role in opinion mining. By extrapolating the mechanism corpus; we can
identify some of the negation particles in MSA and colloquial, e.g., e — e — e — Lo - Gia - Cond — Gl = Y
S — e,

We can also identify questions by Interrogative Particles such as:4s) — ¢ — o — 0.

Considering these particles, we came up with the following linguistic rules that help in identifying the
conversation tone and users' sentiments:

1. Negation Particle + Negative Word = Positive Sentiment. E.g. & Jie

2. Negation Particle + Positive Word = Negative Sentiment. E.g. o= (i

3. Interrogative Particle + Negative Word = Positive Sentiment. E.g. el ns

4. Interrogative Particles + Positive Word = Negative Sentiment. E.g. $xaall cn

Semantic Rules: Semantic analysis of punctuation marks (traditional or developed) is important in
sentiment analysis. Also it is important to analyze the emotion icons (emoticons) e.g. ).

At the level of semantic analysis of the punctuation marks used in social media websites, we can conclude
the following:

1. One question mark (?) indicates a Neutral sentiment, as the opinion is just a question waiting an answer.
Example: osihasd (e (i3 1SS JialS Al ) o) (Saa (61

2. Repeated question marks (???) or one or more exclamation marks (!!) indicates a negative sentiment
towards the entity subject to the analysis.

Example: € ¢s!)) 4eliy &l i) il oo Loy o silagé salll]

3. A good indication is the emoticons used in the opinion, as :), :D, ™ indicate a positive sentiment,
but :(, i/, :s indicate a negative sentiment. A database of these emoticons and their meanings can be
collected from the internet, as a reference for the analysis mechanism.

At the level of the developed methods of written language on social media, we can conclude the following:
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- Repeating a letter in a sentiment bearing word means a meaning emphasis, which indicates a very
negativeor very positive sentiment.
Example: 4l slle) Gu g 08 sl s“ o VSIS S (G sdlash Cida lle s wial g Sl

3 CONCLUSION

This research is a presentation of how to build a linguistic mechanism to analyze Arabic opinions and conversations, and
provide judgment and classification to the tone of conversation and sentiment of users, in terms of being positive (e.g.,
hate, sadness, anger), negative (e.g., happiness, love, optimism) or neutral (objective). In this regard we presented how to
build a group of lexical and linguistic rules in order to automatically analyze opinions' sentiments.

As for lexical databases, it contains a semantic classification for commonly used sentiment-bearing words (nouns and
adjectives). The researchers chose to perform the research in the Telecommunications field, especially the telecom
company Vodafone.

Linguistic databases consist of morphological, syntactic, and semantic rules concerning affirmation and negation and
standard and developed punctuation marks. This research focuses on the linguistic side of the suggested mechanism and
left the technical computational part to another research.
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Abstract— Using of Egyptian dialect in a text in order to express sentiments is posing a challenge to the automated sentiment
analysis tools to correctly account for such colloquial words for sentiment. This paper surveys the sentiment analysis for
Egyptian dialect and tackles an overview of the last update in this field. The techniques and methods in sentiment analysis and
challenges appear in this field are outlined. We mentioned a popular approach and classification techniquesto perform a
sentiment analysis on text-based status updates & comments to detect both positive and negative sentiments.

1 INTRODUCTION

As social media gains popularity, it becomes more useful to analyze trends and sentiments of its users towards various
topics. Sentiment analysis ([7], [11]-[18]) is the task dealing with the automatic detection and classification of opinions
expressed in text written in natural language [20]. According to Simm et al [17] it is “the task of identifying positive and
negative opinions, emotions, and evaluations”. Subjectivity, it is the way that emotions and opinion can be expressed in
the language while objectivity refers to the factual phrases [10]. Sentiment analysis is considered as a subsequent task to
subjectivity detection, which should ideally be performed to extract content that is not factual in nature [20]. One goal of
a sentiment analysis system is“given a text document; infer its polarity toward entities and events mentioned in the text”
[8]. Sentiment analysis solutions can be divided according to the scope of the input such as document level, sentence
level and word level sentiment analysis [14]. In addition, it can be divided according to the applied approaches to solve
the problem of sentiment classification into three categoriesmachine learning (ML) approach, lexicon based approach
and hybrid approach [19].

Mining opinions and sentiments from natural language is challenging, because it requires a deep understanding of the
explicit, implicit, regular and irregular syntactical and semantic language rules [4]. Most of the current studies related to
this topic focus mainly on English texts [7] with very limited resources available for other languages such as Arabic,
especially the colloguial Arabic. Consequently, most of the resources developed (such as sentiment lexicons and corpora)
are in English. Applying this research to other languages is a domain adaptation problem [4]. Even though Arabic ranks
as the fifth largest natural language among the top 100 used natural languages worldwide [12] and is considered to be
among the top ten languages mostly used on the Internet. Only few researches have been conducted on sentiment
classification for Arabic languages due to the lack of resources for managing sentiments or opinions such as senti-
lexicons and opinions [14]. A possible reason for that is the complex morphological, structural and grammatical nature of
Arabic [16].

Arabic can be classified with respect to its morphology, syntax, and lexical combinations into three different categories:
Classical Arabic (CA), Modern Standard Arabic (MSA), and Dialectical Arabic (DA). Users on social networks typically
use the latter, i.e. varieties of Arabic such as Egyptian Arabic, Iragi,and Gulf Arabic. Moreover, dealing with Egyptian
dialect (ED) creates additional challenges for researchers working on NLP: Being mainly spoken dialects, they lack
standardization, are written in free-text and show significant variation from MSA. Actually, grammar and rules govern
the use of MSA, but colloquial Arabic lacks grammar rules showing how to use it.

Based on our conducted survey, the main problems in the context of Arabic sentiment analysis can be concluded as: first,
it is a very important task that contains natural language processing, web mining and machine learning [14]. Second,
most research on sentiment analysis focus on text written in English and, consequently, most of the resources developed
(such as sentiment lexicons and corpora) are in English. Third, Arabic language is both challenging and interesting
because of its history, the strategic importance of the Arabic region, and its cultural and literary heritage [16].

The majority of the text produced by the social websites is considered to have an unstructured or noisy nature. This is due
to the lack of standardization, spelling mistakes, missing punctuation, nonstandard words, repetitions, etc...That is why
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the importance of pre-processing this kind of text is attracting the attention these days especially with the presence of
several websites producing noisy text. We can conclude that the main problems in the context of ED sentiment analysis:
e There's no exact or specific pattern the user have to follow to write his review.
e The lack of suggested feature sets.
e Lack of classification algorithms to be used in the classification of the Arabic slang text.
e The majority of the available pre-processing tools like stemmers, stop-words lists, etc. are mainly built for the
modern standard Arabic (MSA) lacking the dialect specific rules.
e The absence of slang specific lexicon with weights for each sentiment word makes this approach to be less
investigated in the field of sentiment analysis for Arabic slang.
The reminder of this paper is organized as follows: Section 2surveyssentiment analysis for Arabic and dialectical Arabic,
while section 3 gives the popular sentiment analysis methodology. Section 4 outlines sentiment classification techniques,
while section 5 discusses training the classifier. Section 6 gives related fields to sentiment classification and section 7
defines the evaluation metrics. Finally, section 8 concludes and gives possible directions for future work.

2 SENTIMENT ANALYSIS FOR ARABIC AND DIALECTICAL ARABIC

Related studies used different tools and techniques to extract Arabic sentiments to automatically determine their
polarities. Examples of these studies are summarized in this survey. Refaee and Rieser [15] presented a newly collected
corpus of annotated twitter feeds annotated for subjectivity and sentiment analysis. They employ morphological features,
simple syntactic features, such as n-grams, as well as semantic features. Khalifa and Omar [10] addressed the difficulties
of Arabic opinion question answering(QA) by proposing a hybrid method of lexicon-based approach and classification
using Naive Bayes classifier. Their experimental results achieve 91% accuracy. El-Halees proposed a combination of
lexicon- based, maximum entropy and k-nearest neighbor with using a corpus of Arabic words in order to classify
opinionated Arabic documents [6].

Moreover, Al-Subaihin et al [1] designed and implemented a lexicon-based sentiment analysis tool dedicated to
colloquial Arabic text used in some Arabic social media Websites. Those researchers proposed that, their tool should rely
partially on human judgment to overcome the problem arose from using non-standardized colloquial Arabic text. Bautin
et al [2] utilized machine translation to translate source foreign text (non-English) to English, and then to conduct
sentiment analysis on the machine translated English text. This study includes conducting sentiment analysis on textual
news and blogs, which use one of the following eight natural languages: Arabic, Chinese, French, German, Italian,
Japanese, Korean, and Spanish. Non-English text first has to be translated automatically to English, in order to be
analyzed by a system designed only to analyze English text.

Al-Kabiet et al [12] used sentiment analysis to identify sentiments with their subjectivity from the huge volume of
reviews. In order to conduct their study a small dataset consisting of 4,050 Arabic and English reviews were collected.
Three polarity dictionaries were also created (Arabic, English, and Emoticons). The collected dataset and those
dictionaries were used to conduct a comparison between two free online sentiment analysis tools (SocialMention and
Twendz). Finally, Omar et al [14] proposed an ensemble of machine learning classifier framework for handling the
problem of subjectivity and sentiment analysis of Arabic customer reviews.

3 SENTIMENT ANALYSIS METHODOLOGY
Khalifa and Omar [10] build a framework to determine the flow of the phases which include transformation,
normalization, tokenization, feature extraction and classification. Also, Shoukry and Rafea [16] summaries the ML
process of the sentence’s sentiment analysis in the Arabic language using Arabic tweets from the social network website
twitter. Fig. 1 outlines these different phases.

A. Dataset Characteristics

Sentiment analysis can be a bit challenging as people generally don’t pay any heed to the spellings and deliberately
modify the spellings of the words. For example, many people write the word “osalill (&7 as “osalill a7 “dualill Je” g5 “ &
4ualil”, Also, they may use short forms whenever required. For example, “alus 4de 4 JLa” as “0=”, and the list goes on.
This poses a challenge to correctly process the language and find out the polarity of the sentence or the paragraph. In
addition, unstructured or noisy data, which may due to:

e Lack of standardization and ambiguity.

e Very complex morphology (lack of standard Arabic morphological analysis tools) [10].

e Arabic opinions are highly subjective to context domains, where you may face words that have different

polarity categories in different contexts (calell QB & «Zlaa¥) Q8 b gide Qlf Alac),
e  Mixture of English and Arabic text (fantastic — & 4183),
e  Other reviews such as:” 7ilwi awi” which means in English:”very sweet”.
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e Latin letters and English phonetics (transliteration) are used to express Arabic phrases such as
“jamiljidannnnn”.
. Emotlcons as noisy labels (e.g. Happy emoticons: “:-)”, “:)”, “=)”, “:D” and Sad emoticons: “:-(", “:(”, “=(",
“:(”) and acronyms. Vashisht and Thakur [18] analyzed the role that emoticons play in dellverlng the overall
sentiment of the text. They identified the commonly used emoticons and exploited them to devise a finite
state machine that takes these typographical symbols as an input and conveys the associated sentiment as an
output.
e Frequency of special characters such as () and (?) which have significant effect on sentiment analysis.
The extracted data was cleaned in a pre-processing phase, e.g. by normalizing user-names, digits, and eliminating Latin
characters (i.e. URLSs, emails).

| Data cleaning and annotation :
- Remowve HTML tags
Collectraw data Correct spelling mistakes
Remove special characlers
Remove user name

Annotate each tweet with
its class

1

Data F‘reprcceaaing”

|

Creates N-grams
.|~ Unigram
Bigram
Trigram

o

v 4

" Positive 1
Figure 1: An Outline of Sentiment'AnaIysis Methodology

B. Data pre-processing

After the data has been collected and manually classified, it is passed through a series of pre-processing steps as shown in
Fig. 2. Then, each message is decomposed into a set of features, which in the model used are represented mostly by
words that can be taken as input for the classifier.

Normalization

-

Stop Words Filtering

|

‘ Tokenization & Feature

Extraction

Figure 2: Pre-processing Stages

1) Normalization: Before normalization process the text need to be sanitized. That is, HTML tags and non-textual
contents were striped out. After that, the text is ready to be normalized. The normalizing process puts the Arabic text in a
consistent form, thus converting all the various forms of a word to a common form. Normalization step executes a set of
text processing techniques that sanitize and normalize the raw data. Because of the informal and non-grammatical nature
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of the colloquial language used in social media, these steps gain significant importance. These techniques have been
proven to improve the quality of the features extracted from such data and therein improve the performance of the
classifier used afterwards.

e Punctuation. Irrelevant punctuations were removed from the messages for consistency. However, in social
media it is common to use excessive punctuation in order to convey emotions. Soothe series of exclamation
marks or combinations of exclamation and question marks were replaced with a keyword before removing all
punctuation.

e Detecting repeated alphabets. For Arabic scripts, some alphabets have to be normalized, this appears in
different forms.

= Some repeated letters have been cancelled (that happens in discussion when the user wants to insist on
some words. i.e., is a common method for indicating powerful emotions), and therefore can relate to
the message sentiment. E.q., ( //iliaa &),

= The letters which have more than one form, e.g., ( </ ¢ <uif scil),

= Some of the wrong spelling words are corrected. E.g., (<> —ckes).

= Diacritics extraction. All diacritics have to be removed (— < < <.

e Replacing emoticons. Many social media messages make use of emoticons in order to transmit emotion, making
them very useful for sentiment analysis. In addition, variations of laughter such as “4ss¢¢ss4” were all replaced
with a particular keyword.

e Replacing URLs. Many reviews contain URLSs in order to share more content than can be given in the limited
messages. Since URLs are unique, they were removed from the messages to avoid including them as possible
features.

e Replacing platform specific characters. Twitter messages use the ‘@’ character in front of a username to
address other users inside the platform. As done before, these pointers were replaced with a special keyword.

e Removing repeated characters. For emphasizing messages, some words might include repeated characters.
These occurrences were compressed to their original form by using regular expressions techniques.

e Special Character Extraction: Every character seems to be non-Arabic letter has to be removed (e.g.,><& ; ™).
These steps are important for improving consistency.

2) Stemming: As mentioned before, Arabic language has numerous forms of verbs; those derivations have to be
stemmed to its own roots. Stemming is the process for removing and replacing common suffixes of Arabic
words.E.g.,(cessluall- (5 lwdl - dlued). The purpose of this step is to reduce the size of the feature set presented to the
classifier. Stemming Arabic terms has proven in several researches that it is not an easy task because of its highly
inflected and derivational nature. Shoukry and Rafea [16] discuss a stemmer in more details.

3) Stop Words Filtering: It is also useful to ignore very common words of the messages that do not provide any useful
information in the classification. In sentiment analysis, these words all called stop words and mainly consists of pronoun,
articles, and prepositions (e.g., -+ s — se2i= - 2) and so on. For this step, the Arabic stop word included in NTLK
corpus was used.

After applying Arabic stemmer and removing stop words, the sentences are tokenized. Then, the obtained vector
representations for the terms from their textual representations by performing TFIDF (Term Frequency-Inverse
Document Frequency) weight which is a well known weight presentation of terms often used in text mining.

4)Tokenization and Feature Extraction: The first step in the sentiment classification problem is to extract and select text
features. Walaa, Ahmed and Hoda [19] refer to these current features such as:

e Terms presence and frequency: These features are individual words or word n-grams and their frequency counts.
It either gives the words binary weighting (zero if the word appears or one if otherwise) or uses term frequency
weights to indicate the relative importance of features.

e TFIDF technique: This method evaluates words in each sentence to minimize the influence of those that are
very common across the document and do not carry much meaning. The importance of a word is high if it is
frequent in a particular sentence, but less frequent in other.

e Parts of speech (POS): finding adjectives, as they are important indicators of opinions.

e Opinion words and phrases: these are words commonly used to express opinions including good or bad, like or
hate. On the other hand, some phrases express opinions without using opinion words.

e Negations: the appearance of negative words may change the opinion orientation like not good is equivalent to
bad.

Then, a Bag of words (BOW) model was used to transform the list into a feature set that is consumable by the classifier.

This simplifying model takes individual words as features, assuming their conditional independence and equality. So, the
messages are represented by an unordered collection of words, disregarding grammar and even word order. Each feature
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represents the existence of one word. For improving accuracy, Refaee and Rieser [15] incorporate some additional
features to the classifier. Those features are summarized as follows:

1) Morphological features: Considering the morphologically rich nature of Arabic, the following features may be
annotated: aspect, gender, mood, number, person, and voice (e.g. active). Using automatic morphological
analyzer for Arabic text to obtain these features. In particular, current version of MADA+TOKAN can be
incorporated which performs tokenization, morphological disambiguation, Part-of-Speech (POS) tagging,
stemming and lemmatization for Arabic [9]. It is important to note that MADA is developed for Modern Standard
Arabic (MSA) only.

2) Semantic features: It includes a number of binary features that check the presence of sentiment bearing words of a
polarity lexicon in each given tweet.

3) Stylistic features: This feature-set includes two binary features that check the presence of positive/negative
emoticons [15].

4) Syntactic features: Refers to the annotated part-of-speech for each word (adjectives, adverb, nouns and verbs).
The common syntactic that usually used is the adjectives.

4 SENTIMENT CLASSIFICATION TECHNIQUES

Sentiment Classification (SC) techniques can be divided into machine learning approach, lexicon based approach and
hybrid approach [19]. The Machine Learning Approach (ML) applies the famous ML algorithms and uses linguistic
features. The Lexicon-based Approach relies on a sentiment lexicon, a collection of known and precompiled sentiment
terms. It is divided into dictionary-based approach and corpus-based approach which use statistical or semantic methods
to find sentiment polarity. The hybrid Approach combines both approaches and is very common with sentiment lexicons
playing a key role in the majority of methods. Khalifa and Omar [10] proposed a hybrid classification method consists of
Naive Bayes classifier and lexicon-based approach in order to build Arabic Opinion question answering. Three classifiers
have been carried out with the lexicon approach. Those classifiers are NB, SVM and KNN. Their experiment shows that,
NB has demonstrated best results of macro-average F-measure of 91%.Therefore, NB was selected to be combined with
the lexicon-based approach in order to solve the problem of sentence-level sentiment analysis. The various approaches
and the most popular algorithms of SC are illustrated in Fig 3.

Decision Tree

Classifiers

—}l Supervised Learning |— “

: | Support Vector Machines |
Lingar | |

Classifiers
-)l Neural Network

Machine Leaming Rule-based

Approach | | Classifiers —>| Naive Bayes
Probabilistic | | !l

Classifiers Bayesian Network
-)l Maximum Entropy

¥

+

Sentiment iyl Unsupervised Learning

Dictionary-based
Approach

Lexicon-based
Approach

¥

Figure 3:Sentiment Classification Techniques [19]

The text classification methods using ML approach can be roughly divided into supervised and unsupervised learning
methods. The supervised methods make use of a large number of labeled training documents as indicated inFig. 4. N.
Anitha et al [13] covered a number of categorization algorithms and semantic orientation approaches which are widely
used in sentiment classification. The authors explained the importance and usage of several techniques and look insight
into the various machine learning techniques for sentiment classification such as 1) Machine Learning Approaches, 2)
Semantic Orientation Approaches and 3) Novel Machine Learning Approaches. Another study introduced by Vinodhini
and Chandrasekaran [7] surveyed a number of ML algorithms that can be used in sentiment classification.

The unsupervised methods are used when it is difficult to find labeled training data. The lexicon-based approach depends
on finding the opinion lexicon which is used to analyze the text. There are two methods in this approach. The dictionary-
based approachwhich depends on finding opinion seed words, and then searches the dictionary of their synonyms and
antonyms [19]. The corpus based approach begins with a seed list of opinion words, and then finds other opinion words
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in a large corpus to help in finding opinion words with context specific orientations. This could be done by using
statistical or semantic methods.

5 TRAINING THE CLASSIFIER

The ML approach is typically a supervised approach [7] in which a set of data labeled with its class such as “positive” or
“negative” are represented by feature vectors. Then, these vectors are used by the classifier as a training data inferring
that a combination of specific features yields a specific class employing one of the supervised categorization algorithms
as depicted inFig 4.The general process of sentiment analysis is to induce a classifier by using a set of training data with
manually assigned category labels (positive, negative or neutral) and then apply it to predict labels for uncategorized
reviews.

e Given: a collection of labeled records (training set). Each record contains a set of features (attributes), and the

true class (label).
e Find: a model for the class as a function of the values of the features.
e Goal: previously unseen records should be assigned a class as accurately as possible.
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Figure 4: Classification Process

6 RELATED FIELDS TO SENTIMENT CLASSIFICATION

There are some topics that work under the umbrella of SC and should be taken in consideration. In the next subsection,
some of these topics are presented with related articles.

A. Negation

Also, negations [3] will be considered as a feature in ML approach because their presence in the sentence can result in
changing the sentiment of the whole tweet.It is a very common linguistic construction that affects polarity and, therefore,
needs to be taken into consideration in sentiment analysis [20]. Negation is not only conveyed by common negation
words (Ui -al — ¥-_& -al) but also by other lexical units. Research in the field has shown that there are many other
words that invert the polarity of an opinion expressed, such as valence shifters, connectives or modals “ ceaiiall ¢af dal ya
&5l e J8”. The scope size of a negation expression determines which sequence of words in the sentence is affected by
negation words.

Roth et al [20] presented a survey on the role of negation in sentiment analysis and discussed various computational
approaches modeling negation in sentiment analysis. Actually, negation terms affect the contextual polarity of words but
the presence of a negation word in a sentence does not mean that all of the words conveying sentiments will be inverted.
That is why we also have to determine the scope of negation in each sentence. Blanco and Moldovan [5] explore the
importance of both scope and focus to capture the meaning of negated statements and outline some issues on detecting
negation from text. The authors also depict the forms in which negation occurs and heuristics to detect its scope and
focus.

B. Emotion detection

SA is concerned mainly in specifying positive or negative opinions, but emotion detection (ED) are concerned with
detecting various emotions from text. As a Sentiment Analysis task; ED can be implemented using ML approach or
Lexicon-based approach, but Lexicon-based approach is more frequently used [19].There are eight basic and prototypical
emotions which are joy, sadness, anger, fear, trust, disgust, surprise, and anticipation. Vashisht and Thakur [18] have
analyzed the role that emoticons play in delivering the overall sentiment of the text. They identified the commonly used
emoticons and exploited them to devise a finite state machine that takes these typographical symbols as an input and
conveys the associated sentiment as an output.

C. Building resources

Building resources (BR) aims at creating lexica, dictionaries and corpora in which opinion expressions are
annotatedaccording to their polarity. Building resources is not a SA task, but it could help to improve SA and ED as well.
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The mainchallenges that confronted the work in this category are ambiguity of words, granularity and thedifferences in
opinion expression among textual genres [19]. One of the problems in the area of sentiment analysis of the Arabic text is
the unavailability of free corpora specified for subjectivity and sentiment analysis. Omar et al [14] decide to create their
own subjectivity and sentiment analysis annotated Arabic data.Also, the study proposed by Al-Kabi et al [12]started by
collecting 4,050 Arabic/English reviews to construct a dataset, then the reviews in this dataset are tokenized to construct
manually three polarity dictionaries to determine the polarity of each Arabic/English review. One of these three
dictionaries is dedicated to Arabic reviews, while the second is dedicated to English reviews, and the third one is
dedicated to emoticons.

Moreover, Arabic language has many slangs. Most of times, reviewers write their reviews in their own dialects. Different
dialects may use different words to express the same opinion, for example, (33 ¢sla cdaea (pu s oada (i5) daa 32da), To
handle this problem, researches create a lexicon containing dialectical words and their slandered Arabic
equivalents.Sentiment lexicon or so called senti-lexicons is the process where each word is associated with a polarity
score which indicates the orientation of the word (positive or negative). The sentiment lexicon is the most sensitive
resource for most sentiment analysis algorithms. Arabic sentiment lexicon may contain a syntactic refers to the annotated
part-of-speech for each words (adjectives, adverb, nouns and verbs). The common syntactic that usually used is the
adjectives. In addition, it contains equivalent dialectical synonyms and a score refers to the degree of polarity from most
bad to most good which has been ranged between -5 to 5. Eventually, inflections forms refer to the forms that the word
can be formulated whether for singular, female, dual, or plural [10].

7 EVALUATION METRICS

The performance of different methods used for sentiment analysis is evaluated by calculating various metrics like
precision, recall and F-measure. Precision is the fraction of retrieved instances that are relevant, while recall is the
fraction of relevant instances that are retrieved. The two measures are sometimes used together in the F- score (also F-
score or F-measure) [7].

8 CONCLUSIONS AND FUTURE WORK

Due to the sheer volume of opinion rich web resources such as discussion forum, review sites, blogs and news corpora,
social media; much of the current research is focusing on the area of sentiment analysis. We briefly surveyed sentiment
analysis problem and mentioned different methods for building subjectivity and sentiment analysis systems for Arabic
text. Actually, usage of informal language, short cuts & emoticons is increasing rapidly. Technical challenges of the
Egyptian dialect and some of its solutions are exposed. Different types of features and classification algorithms are
incorporated in an efficient way in order to overcome their individual drawbacks which has significant effect on
classification accuracy.

One possible direction for future work is to extend the proposed feature set. More research may be conducted on negation
expressions to produce a summary of sentiments based on product features/attributes. Complexity of sentence and
handling of implicit product features is also a versatile area of research in this topic.
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Abstract—This paper proposes a methodology to prepare corpora in Arabic language from online social network (OSN)
and review site for Sentiment Analysis (SA) task. The paper also proposes a methodology for generating a stopword list
from the prepared corpora. The aim of the paper is to investigate the effect of removing stopwords on the SA task. The
problem is that the stopwords lists generated before were on Modern Standard Arabic (MSA) which is not the common
language used in OSN. We have generated a stopword list of Egyptian dialect and a corpus-based list to be used with the
OSN corpora. We compare the efficiency of text classification when using the generated lists along with previously
generated lists of MSA and combining the Egyptian dialect list with the MSA list. The text classification was performed
using Naive Bayes and Decision Tree classifiers and two feature selection approaches, unigram and bigram. The
experiments show that the general lists containing the Egyptian dialects stopwords give better performance than using
lists of MSA stopwords only.

1 INTRODUCTION

Sentiment Analysis is the computational study of people’s opinions, attitudes, and emotions towards topics covered
by reviews or news as in Ref. [1]. SA is considered also a classification process which is the task of classifying text
to represent a positive or negative sentiment as in Ref. [2] — [4]. The classification process is usually formulated as
a two-class classification problem; positive and negative. Since it is a text classification problem, any existing
supervised learning method can be applied, e.g., Naive Bayes (NB) classifier.

The web has become a very important source of information recently as it becomes a read-write platform. The
dramatic increase of OSN, video sharing sites, online news, online reviews sites, online forums and blogs has made
the user-generated content, in the form of unstructured free text gains a considerable attention due to its importance
for many businesses. The web is used by many languages’ speakers. It is no longer used by English speakers only.
The need of SA systems that can analyze OSN in other languages than English is compulsory.

Avrabic is spoken by more than 300 million people, and is the fastest-growing language on the web (with an annual
growth rate of 2,501.2% in the number of Internet users as of 2010, compared to 1,825.8% for Russian, 1,478.7%
for Chinese and 301.4% for English) (http://www.internetworldstats.com/stats7.htm). Arabic is a Semitic language
as in Ref. [5] and consists of many different regional dialects. However, these dialects are true native language
forms which are used in informal daily communication and are not standardized or taught in schools as in Ref. [6].
Despite this fact but in reality the internet users especially on OSN sites and some of the blogs and reviews site as
well, use their own dialect to express their feelings. The only formal written standard for Arabic is the MSA. It is
commonly used in written media and education. There is a large degree of difference between MSA and most
Arabic dialects as MSA is not actually the native language of any Arabic country as in Ref. [7].

There is lack of language resources of Arabic language as most of them are under development. In order to use
Arabic language in SA, there are some text processing techniques are needed like removing stopwords or Part-of-
Speech (POS) tagging. There are some sources of stopword lists and POS taggers are publicly available but they
work on MSA not on Dialect Arabic (DA). This paper tackles the first problem of removing stopwords. Stopwords
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are more typical words used in many sentences and have no significant semantic relation to the context in which
they exist.

In the literature, there are some research works have generated stopword lists but as far as our knowledge no one has
generated a stopword list for DA. Reference [8] has proposed an algorithm for removing stopwords based on a finite
state machine. They have used a previously generated stopword list on MSA. Reference [9] has created a corpus-
based list from newswire, query sets and a general list using the same corpus. Then compares the effectiveness of
these lists on the information retrieval systems. The lists are on MSA too. Reference [10] has generated a stopword
list of MSA from the highest frequent meaningless words that appear in their corpus.

The aim of this paper is to investigate the effect of removing stopwords on SA for OSN Arabic data. Since the OSN
sites and the reviews sites use the simple Egyptian dialect. The creation of a stopword list of Egyptian dialect is
mandatory. The data are collected from OSN sites Facebook and Twitter as in Ref. [11] — [20] on Egyptian movies.
We wused an Arabic review site as well that allow users to write critics about the movies
(https://www.elcinema.com). The used language by the users in the review is syntactically simple with many words
of Egyptian dialects included. The data from OSN is characterized by being noisy and unstructured. Abbreviations
and smiley faces are frequently used in OSN and sometimes in review site too. There is a need for many
preprocessing and cleaning steps for this data to be prepared for SA. The Arabic users either write with Arabic or
with Franco-arab (writing Arabic words in English letters) e.g. the word “maloosh” which stands for “_& s\ which

means “doesn’t have”. This is an Egyptian dialect word which is written in MSA as “4 <", Sometimes they use
English word in the middle of an Arabic sentence which must be translated.

We are tackling the problem of classifying reviews and OSN data about movies into two classes, positive and
negative as was first presented in Ref. [2]; but on Arabic language. In their work they used unigram and bigram as
Feature Selection (FS) techniques. It was shown in Ref. [2] that using unigrams as features in classification gives the
highest accuracy with NB. We have used the same feature selection techniques, unigram and bigram along with NB
and Decision Tree (DT) as classifiers.

We have proposed a methodology for preparing corpora from OSN which consists of many steps of cleaning,
converting Franc-arab to Arabic words and translation of English words that appear in the middle of Arabic
sentences to Arabic. We have also proposed a methodology of generating stopword lists from the corpora. The
methodology consists of three phases which are: calculating the words’ frequency of occurrence, check the validity
of a word to be a stopword, and adding possible prefixes and suffixes to the words generated.

The contribution of this paper is as follows. First, we propose a methodology for preparing corpora from OSN sites
in Arabic language. Second, we propose a methodology for creating a stopword list for Egyptian dialect to be
suitable for OSN corpora. Third, we prepare corpus from Facebook which was not tackled in the literature before for
Arabic language. Fourth, tackling OSN data in Arabic language is new as it wasn’t investigated much. Fourth,
tackling DT classifier with these kinds of corpora is new as it wasn’t investigated much in the literature. Finally, the
measure of classifiers’ training time and considering it in the evaluation is new in this field.

The paper is organized as follows; section 2 presents the methodology. The stopword list generation is tackled in
section 3. The Experimental setup and results are presented in section 4. A discussion of the results and analysis of
corpora is presented in section 5. Section 6 presents the conclusion and future work.

2 METHODOLOGY
The aim of our study is to prepare data from Twitter, Facebook, and a review site on the same topic in Arabic
language for SA. We have chosen a hot topjc on the recently shown movies in the theatres for the last festival in first
of August 2014. The movies were:” 31 jY/ L/ means “The blue elephant”; “_r<ae 4 &id’ means “Made in

Egypt”; “ 4/ Leallel s saJP means “The third world war”; and “cs_x 5_j/ s3” means “official marriage”. We have
downloaded related tweets from twitter, comments from some movies’ Facebook pages, and users’ reviews from the
review site elcinema.com.
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Tweets were downloaded about the movies using the regular search of Twitter as many of the sites that retrieve
tweets are closed like (http://searchhash.com/, http://topsy.com/). We have searched using the movies’ names and
downloaded all the tweets that appear at the time of search. There were many unrelated tweets downloaded as some
of the movies like “_sas A aisad’ and “ <UL Lallel) 2 saIF can hold other meanings than the movies” title. The
retrieved tweets are tweets that contain the whole words or any word either in the text or with hashtag.

The methodology we have used is very close to what was proposed in Ref. [21]. But there are some discrepancies
related to the nature of the Arabic language. We have also used the removing stopwords only as a text processing
technique due to lack of sources especially for DA.

A. Corpora Preparation
The data downloaded are prepared to be able to be fed to the classifier as shown in Fig. 1.
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Figure 1: Arabic Corpora Preparation from Reviews, Facebook, and Twitter

The number of comments after removing the comments that contain URLs only or advertising links from Facebook
was 1459. Removing comments expressed by photos only reduced them to 1415. Removing comments that contain
mentions to friends with no other words reduced them to 1296. Then, after removing non-Arabic comments, they
were reduced to 1261.

The final number of tweets downloaded was 1787 tweets. After removing the tweets that contain URLSs only or
advertising links or some who put links to watch the movie only, they were reduced to 1069. Some were links to
certain scenes or related videos on Youtube. After removing unrelated tweets as the search on twitter was just by the
movies’ names which can imply other meanings, they were reduced to 862. Removing non-Arabic tweets reduced
them to 781.

The number of reviews downloaded from the review sites was 32. The reviews needed only two steps of preparation
as shown in Fig. 1.

After the preprocessing, cleaning and filtering of the data, they must be annotated to be fed to the supervised
classifiers. The first Experiment shows the method of annotation and the number of positive and negative data.

B. Text processing and Classification

After annotation, we have applied removing stopwords text processing technique on the three corpora with different
alternatives of stopwords list which are:

-A general MSA list: this list contains a combination of three published lists. The first one is a project that
generated stopwords with all possible suffixes and prefixes. The other two were published in
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(https://code.google.com/p/stop-words/source/browse/trunk/stop-words/stop-words/stop-words-arabic.txt) and
(http://www.ranks.nl/stopwords/arabic) respectively.

-A generated corpus-based list: this list is generated from the most frequent words from the corpora regardless of
their nature.

-A generated Egyptian-dialect list: this list is generated from the most frequent words in the corpora that can be a
stopword in addition to the Egyptian dialect stopwords that appeared in the corpora.

-A combination of the Egyptian dialect list and the MSA list.

Text classification is applied on the three corpora using two feature selection techniques and two classifiers as
shown in Fig. 2. We have used two well known supervised learning classifiers; Naive Bayes (NB) in Ref. [22] and
Decision tree (DT) in Ref. [23] in testing. There are many other kinds of supervised classifiers in the literature as in
Ref. [24]. The two chosen classifiers represent two different families of classifiers. NB is one of the probabilistic
classifiers which are the simplest and most commonly used classifier. DT on the other hand is a hierarchical
decomposition of data space and doesn’t depend on calculating probability. The test used two different feature
selection (FS) techniques. These are; unigrams which depend on word presence; and bigrams as in Ref. [2].

Facebook

Twitter Reviews

annotated annotated annotated

Corpus

Corpus

Corpus

Unigram P | Naive Bayes -

Removing
Stopwords Classifier

h A 4 *_-_---_

Figure 2: Text Processing and Text classification of the prepared corpora

3 STOPWORD LIST GENERATION

Stopwords are common words that generally do not contribute to the meaning of a sentence, specifically for the
purposes of information retrieval and natural language processing. The common English words that don’t affect the
meaning of a sentence are like “a”, “the”, “of”.... Removing stopwords will reduce the corpus size without losing
important information. In some corpora, specific words could not contribute to the meaning like the word “movie”
in a movie reviews corpus but means something in news corpus. This word could be considered a stopword when
analyzing the movie reviews corpus.

The common strategy for determining a stopword list is to calculate the frequency of appearance of each word in the
document collection then to take the most frequent words. The selected terms are often hand-filtered for their
semantic content relative to the domain of the documents being indexed, and marked as a stopword list.

The English stopword list is general and contains 127 words like (all, just, being...). In order to generate the
stopword list for Arabic which is a very rich lexical language; we have done this through many steps. First, we
should specify some general conditions for the word to be a stopword:

-They give no meaning if they are used alone.

-They appear frequently in the text.

-They are general words and not used specifically in a certain field.

The methodology of generating the stopword lists are shown in Fig. 3. The methodology consists of three phases as
illustrated in the following subsections.
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A. Calculating words frequency

The three corpora are tokenized to words. This phase was done totally automatic using python code and the nitk 2.0
toolkit. The results are not totally meaningful as the tokenization could consider the “comma” as a word if it is not
correctly used. There is some manual filtering after tokenization.

The reviews corpus give 3781 unique words, the Facebook corpus give 1451 unique words, and the Twitter corpus
give 1160 unique words. This shows that despite the number of reviews are much less than the OSN corpora but
they are lexically rich. After combining them together and removing the duplicates, the list of all words are 4818
words. Then we have calculated the frequency of occurrence of each word from the list of all words in the three
corpora combined together.

B. The validity of words to be a stopword

To generate the corpus based list, we have taken the most frequent 200 words. These words are not all general and

they are domain specific like the words “xaliall” or “aléll” which means (the spectator, the movie) respectively.
This list contains words in MSA and Egyptian dialect as well.
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Figure 3: A methodology of generating the stopword lists

Diacritics could change the meaning of a word i.e. the word “aLisll” could mean (the spectator or the scenes). The
difference could be told through the meaning of the sentence. The OSN users use simple language without diacritics.
Since the word is in the context of the corpora, it is more likely to appear frequently expressing both meanings. The
problem will occur if a word appeared as a frequent word but outside the context of the corpora. This case didn’t
happen here.

To generate a general list of Egyptian dialect stopwords, we have taken the most frequent 200 words and remove the
semantically recognized words which are likely to be nouns and verbs. Then, to generate a general list of Egyptian
dialect, we have added every word in the corpora in Egyptian dialect to the most frequent words that are
semantically meaningless. To validate if the word is a stopword or not; if the word is a MSA word we check its
existence in the MSA stopword lists. If it doesn’t exist, we check its corresponding meaning in the English stopword
list. If the word is in Egyptian dialect, we see its correspondence in the MSA list and if doesn’t exist we check its
correspondent meaning in the English stopword list. For example the word “U~", its correspondence in MSA is
«la&” and it has a corresponding meaning in the English stopword list too which is “only”. On the contrary, the word

“a ¥ has no correspondence in the MSA list which should be “X¥” but it has a correspondent meaning in the
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English list which is the word “should”. Therefore, it is considered a stopword. The final list of valid unique words
contains 100 words. This phase was done in a semi automatic way that includes manual check.

C. Adding possible prefixes to the words

Arabic is a very rich lexical language which has a large number of prefixes and suffixes that could be added to a
word to change its meaning. For example the prefix “d”” which means “the” change the word from indefinite to
definite. The suffix “a4” gives the meaning of pronoun “them”. We have added some frequent used prefixes to the
words generated in both lists which are (J «—s ¢« « 5 <JI). If necessary we give pronoun suffixes which are ( ¢ ¢

a8 W <) We have added these suffixes to possession words in Egyptian dialect like the word “s=%” which means
(mine).

There is also some letters are written in different forms so we write any word that contains these letters’ possible
forms such as (& <), (3 <), (! ¢J ¢J). The last one is according to the word itself. The lists are manually revised for
improper words or meaningless words.

After adding the prefixes and suffixes, the final corpus-based list contains 1061 words and can be found in
(http://goo.gl/JWOjKP). The final general Egyptian dialect list contains 620 words and can be found in
(http://goo.gl/263J5L).

4  EXPERIMENTAL SETUP AND RESULTS
We used a HP pavilion desktop computer of model: p6714me-m. The processor is Intel(R) core (TM) i5-2300 CPU
@ 2.80 GHZ; RAM is 4GB; and 64-bit operating system. We have calculated the training time using a build-in
function written with python code which calculates the processing time in terms of seconds. These tests were all
performed using the Natural Language Toolkit (nltk 2.0) which is implemented inside python 3.1 as in Ref. [25].

A. Data Annotation

The reviews from the review site were previously rated from the site. They were given a degree from 1 to 10. The
ratings bigger than 5 are considered positive and less than 5 are considered negative. The ratings equal to 5 are
neutral. We have annotated the reviews according to the site rating.

For the OSN data, we have manually annotated the corpora. The manual annotation was more reliable as the human
analyzing of data is better than the machine so far. Table I shows the number of positive, negative and neutral
reviews, comments, and tweets resulted from annotation.

Table |

NUMBER OF POSITIVE, NEGATIVE AND NEUTRAL REVIEWS, COMMENTS, AND TWEETS FROM REVIEW SITE, FACEBOOK AND TWITTER

Reviews Facebook Twitter
No. of positive 25 369 160
No. of negative 6 33 77
No. of neutral 1 859 544

B. Classifiers Preparation
We trained Naive Bayes, and Decision Tree classifiers. The classifiers were conducted with the nltk 2.0 toolkit.
There are some parameters passed in to the DT classifier can be tweaked to improve accuracy or decrease training
time as in Ref. [25].

The parameters are:

-Entropy cutoff: used during the tree refinement process. If the entropy of the probability distribution of label
choices in the tree is greater than the entropy_cutoff, then the tree is refined further. But if the entropy is lower than
the entropy_cutoff, then tree refinement is halted. Entropy is the uncertainty of the outcome. As entropy approaches
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1.0, uncertainty increases and vice versa. Higher values of entropy_cutoff will decrease both accuracy and training
time. It was set to ‘0.8".

-Depth cutoff: used during refinement to control the depth of the tree. The final decision tree will never be deeper
than the depth_cutoff. Decreasing the depth_cutoff will decrease the training time and most likely decrease the
accuracy as well. It was set to ‘5.

-Support cutoff: controls how many labeled feature sets are required to refine the tree. When the number of labeled
feature sets is less than or equal to support_cutoff, refinement stops, at least for that section of the tree.
Support_cutoff specifies the minimum number of instances that are required to make a decision about a feature. It
was set to ‘30°.

C. Feature Selection
There are two Features selection (FS) techniques used in the test:
-Unigram: treats the documents as group of words (Bag of Words (BOWSs)) which constructs a word presence
feature set from all the words of an instance.
-Bigram: is the same as unigram but finds pair of words.

D. Results
We have made many experiments to test the effect of removing stopwords from different lists with the combination
of two FS techniques and two classifiers with the three different corpora. We have made the tests on splitting 75% of
the total number of the data in each corpus for training and 25% for testing data.

The standard Accuracy was used to evaluate the performance for each test. The accuracy is defined as: the ratio of
number of correctly classified reviews, comment, and tweets to the total number of data.

Table Il contains the results of the various tests we have made. The accuracy of the reviews is relatively high as the
number of reviews is small and the data is highly unbalanced. The accuracy decreases when using corpus-based list
on the lexically rich reviews and the general lists including Egyptian dialects give better results than the others. The
timing is not changed a lot but in general it decreases when removing stopwords. The DT gives better results with
Facebook data than NB as it is extremely unbalanced.

Table Il

ACCURACY AND TRAINING TIME OF SENTIMENT ANALYSIS ON REVIEWS, FACEBOOK AND TWITTER CORPORA USING NB AND DT CLASSIFIERS
WITH UNIGRAM AND BIGRAM AS FS AFTER REMOVING STOPWORDS FROM DIFFERENT LISTS

Classifier Featu_re Removing . Accuracy ' ' Time (sec) .
selection Stopwords | Reviews | Facebook | Twitter | Reviews | Facebook | Twitter
Without 100% 48.04% 78.33% | 0.050 0.018 0.015
Other lists | 100% 47.06% 68.33% | 0.042 0.017 0.015
Unigram Corpus-
based 44.44% 53.92% 68.33% | 0.038 0.014 0.015
General 100% 50% 68.33% | 0.043 0.016 0.014
Naive All lists 100% 48.03% 70% 0.041 0.017 0.014
Bayes Without 77.77% 40.20% 80% 0.117 0.060 0.052
Other lists | 88.88% 29.41% 68.33% | 0.090 0.063 0.053
Bigram Corpus-
based 22.22% 43.13% 65% 0.098 0.047 0.035
General 88.88% 31.37% 63.33% | 0.094 0.059 0.053
All lists 100% 29.41% 65% 0.097 0.061 0.052
Without 100% 90.20% 70% 0.217 0.620 0.589
Other lists | 100% 91.17% 68.33% | 0.195 0.594 0.560
Decision | Unigram Corpus-
Tree based 77.77% 90.20% 70% 0.187 0.503 1.170
General 100% 90.20% 68.33% | 0.196 0.559 0.530
All lists 100% 91.17% 68.33% | 0.192 0.560 0.521
Bigram Without 100% 90.20% 73.33% | 0.510 1.849 2.471
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Other lists | 100% 90.20% 68.33% | 0.436 1.920 1.737
Corpus-

based 77.77% 90.20% 68.33% | 0.414 1.561 3.011
General 100% 90.20% 68.33% | 0.416 1.787 0.530
All lists 100% 90.20% 68.33% | 0.410 1.795 1.647

The following figures show the accuracy and logarithmic graphs of training time for each corpus. The logarithmic
graphs are used to clarify the difference in timing.
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Figure 4: Classification accuracy of Reviews corpus
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Figure 5: Classification training time of Reviews corpus
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Figure 6: Classification accuracy of Facebook corpus
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Figure 9: Classification training time of Twitter corpus

5 DISCUSSION

A. Corpora Analysis
The number of neutral reviews from the review site represents 3% of the whole data. This is not a big number. We
believe that people who write whole reviews on reviews sites are mainly having a complete opinion about the movie
and they want to show it. They don’t lean to be neutral. The number of positive reviews represents 78% of the whole
data while the number of negative reviews represents 18% of the entire data. The data are obviously unbalanced
since the movies were successful in this season, not many users’ reviews were negative.
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The number of neutral comments on Facebook represents 68% of the whole data. These are not neutral opinions on
the movie. People who write in OSN are not neutral at all. The neutral comments are mainly objective sentences that
don’t contain any sentiments. Many comments were just debates between users. Some were expressing their
personal feelings and some were using adjectives without specifying on whom or what. The number of positive
comments represents 29% of the entire data and the number of negative comments represents 2% of the whole data
which is an extremely small percentage. This is also an unbalanced data. We believe that people who access a movie
page they do like it.

The number of neutral tweets represents 69% of the whole data. These are not neutral opinions on the movie too.
The neutral tweets are mainly objective sentences that don’t contain any sentiments. Many of the tweets were
repetition of a dialogue from a movie without expressing any feelings. Others were tweets expressing the users’
personal feelings like feeling excited to see the movie. The number of positive comments represents 20% of the
entire data and the number of negative comments represents 9% of the whole data which is a small percentage. We
believe that people who mention the movie in their tweets; do like it.

Using abbreviations and smiley faces in OSN are very frequent. There are some abbreviations were used also in
Reviews. The meaning of these abbreviations and smiley faces were found from different sources on the web
(Yahoo answers, Facebook emoticons sites) and translated to Arabic. For the Arabic abbreviations they were
manually translated. Table Il contains sample of Abbreviations and smiley faces found in the three corpora.

Table 111

SAMPLE OF ABBREVIATIONS AND SMILEY FACES FOUND IN FACEBOOK, TWITTER, AND REVIEWS

Abbreviations Facebook Twitter IMDB
e D e Found Found

1D > 5w Aaludy) Found Found Found
3> > b Found

AN D b Found Found

B. Specializations of Arabic Language
Words with the same meaning could be written in different correct ways like the words “z s3> <z 5", They both
give the future tense of the verb “z s+ which means “we will go”. As we can notice three words in English are just
written in one word in Arabic and give the same meaning. The pronouns in English are expressed in Arabic by
adding a prefix letter that modify the verb especially when it is used in the middle of the sentence like “z 3% ¢z 3"
which means (I go, we go) respectively. Some prepositions and causal words are expressed in Arabic with one letter
like the words “*¥ ¢« which means (I am, because | am) respectively.

The many forms that the Arabic words could take are very common characteristics of MSA which make the dealing
with the language is complicated. For DA, it is a tragedy. We have a special dialect for each Arab country and
different dialects in the same country. For Egyptian dialect, there are many words that have no resemblance in MSA
like the word “_éue” which means (there is not). It has only a correspondent in MSA which is “2x 52 ¥” which are
complete different words. In the OSN corpora some other dialects appear like the Moroccan word “<sl »” which

means (too much) and the Syrian word “zls” which means (good). The number of other dialects in Facebook
corpus represents 1% of the whole corpus which is very small percentage. The number of other dialects in Twitter
corpus represents 0.5% of the whole corpus which is extremely small percentage. There were no other dialects in
reviews corpus. They used a mix between MSA words and Egyptian dialect words as they are user reviews not
formal reviews from critics.
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The other phenomenon of Arab users is using the Franco-arab. This means that people use English letters for writing
Avrabic words like the word “de7k” which stands for “clsa” which means (laugh). The number of Franco-arab
comments in Facebook corpus represents 18% of the whole corpus which is not a big percentage. The number of
Franco-arab tweets in Twitter corpus represents 3% of the whole corpus which is a small percentage. However, we
have to unify the language used for the classifier to perform well. These are not even English words that have
meanings so; they must be rewritten in Arabic letter. We have used the website (www.yamli.com). They give
variations for each word that have to be chosen from. Sometimes the users don’t even write correct words in Franco-
arab. In this case the site translates the letters only which give funny Arabic words. This transformation was
manually revised.

C. Results Analysis

Fig. 4 shows that removing stopwords from reviews didn’t change the accuracy when using general lists but
decrease the accuracy when using the corpus-based list. It also shows that that unigrams are better FS than bigrams
with NB. The training time decreases after removing stopwords and the training time of DT is higher than NB as
shown in Fig. 5.

Fig. 6 shows that the accuracy of DT is much bigger than NB because the data is extremely unbalanced. There is no
significant difference between unigrams and bigrams in DT but unigrams is better than bigrams with NB. Using
corpus-based list increase the accuracy than using the general lists with NB but the accuracies are almost the same
with DT. The training time decreases after removing stopwords and the training time of DT is higher than NB as
shown in Fig. 7.

Fig. 8 shows that NB and DT give very close accuracies as the data is not very unbalanced. Unigrams are better
than bigrams in case of NB. Using different lists didn’t change the accuracy much but the general lists give good
performance too. The training time decreases after removing stopwords and the training time of DT is higher than
NB as shown in Fig. 9.

In case of lexically rich corpus like the reviews, using the corpus-based list decrease the accuracy of classification
which is similar to what Ref. [9] has found. But in case of OSN where they were not lexically rich the three lists
wasn’t varying the accuracies much but still the general lists containing Egyptian dialect stopwords give better
results than using MSA stopwords only. The difference in performance between Facebook and Twitter data is due to
the degree of imbalance. The nature of the data is the same but Facebook corpus is much more unbalanced than
Twitter corpus.

Decision Tree is a hierarchical decomposition of data space and doesn’t depend on calculating probability but Naive
Bayes depends on calculating probability for the whole data. Although NB usually gives higher accuracy than DT,
but this was not the case when testing these corpora. This is due to the unbalance of the data as the positive class in
these cases where much bigger than the negative class. NB calculates the probability on the whole data but DT is
more specifically build hierarchy decomposition of data. That is why DT is better for unbalance data as it is more
specific than NB. But still DT has longer processing time than NB because it builds the hierarchical decomposition
on the whole data but the difference in time is not big as the data size was not so big. In NB tests, the accuracy is
better when using unigram which is similar to what Ref. [2] has found. In DT tests, unigram and bigrams give nearly
similar results.

6. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a methodology for generating a stopword list from online social network (OSN)
corpora. The methodology consists of three phases: calculating the words’ frequency of occurrence, check the
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validity of a word to be a stopword, and adding possible prefixes and suffixes to the words generated. We have
generated a stopword list of Egyptian dialect and a corpus-based list to be used with the OSN corpora. We compared
them with other lists. The lists used in the comparison were: previously generated lists of MSA, the corpus-based
generated list, the general generated list of Egyptian dialect, and a combination of the Egyptian dialect list with the
MSA list.

We have also proposed a methodology to prepare corpora in Arabic language from OSN and review site for
Sentiment Analysis (SA) task. It includes the translation of English words that appear in text and the transformation
of Franco-arab to Arabic words. The text classification was performed using Naive Bayes and Decision Tree
classifiers and two feature selection approaches, unigram and bigram.

We have selected the movie reviews topic to download data about movies from three different sources (Review site,
Facebook, and Twitter). The data are extremely unbalanced as the movies were successful and most of the OSN
users like it and the reviewers as well. The data contain many spams like advertising URLSs, debates, and using of
abbreviations and smiley faces. It needed many preprocessing and cleaning steps to be prepared for classification.

Applying removing stopwords with multiple lists show that the corpus-based list negatively affects the accuracy of
classification incase of reviews. Reviews are more lexically rich than OSN corpora. It also shows that the general
lists containing the Egyptian dialects words give better performance than using lists of MSA stopwords only. The
results of Decision tree classifier are better than Naive Bayes classifier for these kinds of corpora. Using unigrams
give better results than bigrams.

In the future we plan to try more text processing techniques on Arabic OSN data like POS tagging and try to fulfill
the gap of using the Arabic dialect in the OSN data as all resources are designed for MSA. We could tackle other
dialects other than Egyptian.
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Abstract:

The research aims to develop a model of a frequency dictionary for Arabic language
contemporary to be the nucleus of a lexicon serve native- speakers of Arabic and contained
them, counting on frequency information, that helps arranging entrances lexicon and his
headwords depending on the number of frequency and commonness in the material presented,
by allow to language teacher and learner at knowledge the most popular words of the
language, which represents two-thirds of the language quickly and simply.

the research use the corpus linguistics as mean to reaching to the final product
represented in the lexicon desired, by collecting a random sample representing the linguistic
level studied, coordination and configured within the language corpus allows to deal
automatically with material which collected by deletion, modification and addition ; thus
support the search mechanisms and accomplishing it accurately.

Statistics also contributes in the Confirmation on a accuracy of the outputs of the
lexicon and analysis tools by conducting statistical equations and calculating the number of
frequency of dictionary entries, arranged from most to least common.

All this in aims to contribute to the educational process by using a lexicon facilitating and
helping both teacher and the learner quickly as well as easily.
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Abstract—This paper sheds light upon the current state of Arabic corpora. Unfortunately, Arabic lackes corpora and corpora
tools to affect the quality of Arabic language applications. There are rarely successful Arabic corpora trails in compilation and
analysis. So, Bibliotheca Alexandrina (BA) has initiated a big project to build an Arabic corpus in the manner of the
International corpus of English (ICE) to be a newly established representative corpus of modern standard Arabic (MSA) that
is intended to cover the Arabic language as being used all over the Arab world. ICA was planned to contain 100 million
analyzed words with a web query system which allows users to interact with data [ICA website].

1 INTRODUCTION

As language and linguistics studies cannot rely on intuition or small samples of language, they require empirical analysis
of large database of texts as in the corpus-based approach, because of the importance of corpora to language and
linguistics studies is aligned to the importance of empirical data. Corpus-based methods can be used to study a wide
variety of topics within linguistics. Because Corpora consist of texts, they enable the linguists to contextualize their
analyses of language; corpora are very well suited to more functionally based discussions of language and linguistics.
Fortunately, modern computers have made it possible to store a large number of texts and to analyze a large number of
linguistic features in those texts.

However, Linguists of all persuasions have discovered that corpora can be very useful resources for pursuing various
resources of research agendas, due to the importance of corpus in language and linguistic studies such as corpus in
lexicography, grammar, semantics, natural Language Processing and other language studies [1].

Due to the increasing need for an Arabic corpus to represent the Arabic language and because the trials to build an Arabic
corpus in the last few years were not enough to consider that the Arabic language has a real, representative and reliable
corpus, it was necessary to try to build an Arabic corpus that could support the various linguistic research on Arabic.
Thus, this work was inspired by the difficulties that encountered Arabic Language researches because of the lack of
publicly available Arabic corpora.

Arabic is the largest member of the Semitic language family, most closely related to Aramaic, Hebrew, Ugaritic and
Phoenician. Arabic is one of the six official languages of the United Nations' and it is the main language of most of the
Middle East countries. Arabic ranks fifth in the world's league table of languages, with an estimated 206 million native
speakers, 24 million as 2nd language speakers to add up to total of 233 million, whereas World Almanac estimates the
total speakers as 255 million. Arabic language is the official language in all of the Arab nations as Egypt, Saudi Arabia
and Algeria. Moreover, it is also an official language in non-Arab countries as Israel, Chad and Eritrea. It is also spoken
as a 2nd language in other non-Arab countries as Mali and Turkeyz.

The formal Arabic language, known as Classical Arabic is the language in which the Qur’an is written and is considered
to be the base of the syntactic and grammatical norms of the Arabic language. However, today it is considered more of a
written language than a spoken one [2]. Modern Standard Arabic (MSA) is similar to Classical Arabic, but it is an easier
form. It is understood across the Arab world and it is used by television presenters and politicians, it is the form used to
teach Arabic as a foreign language. There are different MSA varieties as the rate of similarity between every Arab
country version of MSA and Classical Arabic differs. This is one of the issues that this paper will present.

Trials have been conducted to build Arabic corpora, but unfortunately some of them were unsuccessful trials and others
were for commercial purposes only. Some of these trials are: KACST Arabic Corpus3 that is neither analyzed, nor well
planned; it also contains a lot of classical Arabic texts [3], CLARA corpus that contains only 15,000 analyzed words [4],

! http://www.un.org/en/aboutun/languages.shtml
2 http://www.un.org/en/aboutun/languages.shtml

3 http://www.kacstac.org.sa/pages/About.aspx
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Al-Nahar Newspaper Text Corpus4 that is not analyzed and contains texts from one source only, a Corpus of
Contemporary Arabic (CCA Corpus)5 that contains one million words collected from websites as well as online
magazines [5], Penn Arabic Treebank that is analyzed but contains one million words only [6], Arabic Gigaword Corpus
which is analyzed but is not accessible for free [7], Nemlar project that contains an Arabic written corpus of 500K
words; however, its analysis features are limited, in addition it is not accessible for free, and many other incomplete
trails[8].

Bibliotheca Alexandrina (BA) has initiated a big project to build the “International Corpus of Arabic (ICA)”, a real trial
to build a representative Arabic corpus as being used all over the Arab world to support research in Arabic [9]. In order to
build a corpus there are a number of factors which need to be taken into consideration. These factors include size,
balance and representativeness [10]. The following sections will present more about ICA structure and how the data was
collected.

In what follows, Section 2 shows the ICA data design, how it is compiled, discuss the copyrights issue, the lexical
density and variety measures that were applied to the ICA. Section 3 refers to the analysis stage of ICA, ICA tag sets and
ICA linguistic information. Section 4 gives a brief review on the ICA website for the researchers to query its data.
Section 5 describes the conclusion ICA compilation, analysis and the importance of ICA web site.

2 ICA DESIGN & COMPILATION STAGE

ICA is a general and dynamic corpus appropriate for a variety of uses. The collection of samples is limited to written
Modern Standard Arabic, selected from a wide range of sources and designed to represent a wide cross-section of Arabic
language; it is stimulating the first systematic investigation of the national varieties as being used all over the Arab world.
It is important to realize that the creation of ICA is a "cyclical" process, requiring constant reevaluation during the corpus
compilation. Consequently, we are willing to change our initial corpus design if there are any circumstances that would
arise that requires such changes.

A. ICA Design

As language is infinite but a corpus has to be finite in size, we sample and proportionally include a wide range of text
types to ensure the maximum balance and representativeness. A balanced corpus covers a wide range of text genres
which are supposed to be representative of the language or the variety under consideration. ICA genre design relied on
Dewey decimal classification of documents; however, this has been further classified to suit clear genre distinction rather
than classifications for libraries. For example, Dewey decimal classification [11] combines history and geography in one
classification, while in ICA they are separated into two sub genres related to humanities genre. It has been designed to
reflect a more or less real picture of how Arabic language exists in every field and in every country rather than relying on
a theoretical image.

ICA is planned to contain 100 million words. However, currently it is still around 80 million words. Criteria for
determining the structure of a corpus should be small in number, clearly separate from each other, and efficient as a
group in delineating a corpus that is representative of the language or variety under examination [12]. Accordingly, ICA
includes 11 genres as shown in table (1). Each genre is classified into 24 sub-genres, including; Politics, Law, Economy,
Sociology, Islamic, Pros etc. Moreover, there are 4 sub-sub-genres, namely; Novels, Short Stories, Child Stories and

plays.

4 http://www.elda.org/catalogue/en/text/W0027.html
5 http://www.comp.leeds.ac.uk/eric/latifa/arabic_corpora.htm

113



The Fourteenth Conference on Language Engineering 3-4 Dec. 2014 ESOLEC2014
TABLEI
ICA GENRES

Genre Number of Texts % of total written
Humanities 1,001 8%

Strategic Sciences 15,359 13%

Social Sciences 7,585 12%

Natural sciences 179 1%

Applied Sciences 2,363 1%

Religion 2,825 14%

Art & Culture 7,074 5%

Biography 116 2%

Literature 3,423 12%

Sports 12,087 7%

Miscellaneous 18,010 25%

ICA determines the size of every genre based on a questionnaire that has been conducted by the Bibliotheca Alexandrina
readers along with some statistical studies that have been made on all the available books, magazines, articles, academics,
... etc. ICA design focuses on the number of words. However, issues of size are also related to the number of texts taken
from the different genres, the number of samples taken from each text, and the number of words in each sample.

Balance in a corpus has not been addressed by having equal amounts of texts from the different sources or genres. The
balance is based on the factual distribution of the language real use. For example, literature genre represents 12% while
biography genre represents 2% from the corpus data distribution.

In collecting a corpus that represents the Arabic Language, the main focus was to cover the same genres from different
sources and from all around the Arab nations. However, we decided to add Arabic data that belongs to the Arabic
language even if they had been published outside the Arab world as al-Hayat magazine which is published in London.

1) Text Compilation and Categorization: ICA is regularly updated to be representative. ICA has been compiled
according to a methodology has been developed to enabled the corpus compilers to select all and only the MSA data
rather than the colloquial Arabic data. The ICA text categorization has also been done according to the topic of the text,
depending on distinct semantic features that have been determined for each genre. These features keep the ICA data
categorization objective rather than being subjective; depending on the compiler intuition. Accordingly, ICA texts can be
considered as a good training data for text categorization system.

ICA data is composed of Modern Standard Arabic (MSA) written texts. There are different resources for compiling the
data. It has been decided to compile all available Arabic data written in MSA. ICA composed of four sources, namely; 1.
Press source which is divided into three sub-sources, namely; (a) Newspapers such as Al Ahram from Egypt, Addstour
from Jordan, Al Hayat from Lebanon ... etc (b) Magazines which had been compiled from the official magazines (c)
Electronic Press which had been compiled from magazines and newspapers that are written in MSA and have only soft
electronic copy through world wide web. (2) Net articles which were compiled from forums and blogs that are also
written in MSA. (3) Books which had been compiled from all the available books that are written in MSA and have a soft
copy. (4) Academics which had been compiled from the scientific papers, researchers’ thesis, PhDs etc.

Academics
8%

Press
29%

Books
43%

Net Articles
20%

Figure 1: ICA Sources
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2) Quantitative Linguistics of ICA: Corpus analysis is both qualitative and quantitative. One of the advantages of
corpora is that they can readily provide quantitative data which intuitions cannot be provided reliably. The use of
quantification in corpus linguistics typically goes well beyond simple counting, table 2 shows part of the quantitative
linguistic analysis for ICA statistics.

TABLEII
QUANTITATIVE LINGUISTIC ANALYSIS FOR ICA STATISTICS

Statistics Total Number
No. of texts 70,022

No. of compiled data 79,569,384
No. of Tokens 76,199,414
No. of Type 1,272,766
No. of ICA sources 4

No. of sub sources 3

No. of genres 11

No. of sub genres 24

No. of sub sub-genres 4

No. of countries 20

No. of covered years 22

No. of writers 1,021

3) ICA Lexical Density: Lexical density is a descriptive parameter which varies according to register and genre to
measure the proportion of content words; nouns, verbs, adjectives, and often adverbs, to the total number of words.
Written texts have a higher lexical density than spoken texts. Lexical density is determined thus:

Lexical density = (Total Number of lexical words/Total Number of words) * 100

A high lexical density indicates a large amount of information-carrying words and a low lexical density indicates
relatively few information-carrying words.

Fig. 2 includes a comparison of the lexical density of Books and Net Articles sources. Random sample was selected from
ICA data consisting of 4 million words (2540 texts represent net articles and 154 texts represent books). It has been
found that books have high density of information and that net articles have low density of information, because book
authors have a much longer time to plan and shape the units of meaning that he or she wishes to use. There is sufficient
time to select the most appropriate lexical word, review the text and replace words before one makes the text available.
Lexical density, then, can serve as a useful measure of how much information there is in a particular text [13].

4500000
4000000 Total Number of words
3IS00000
3000000
2500000
2000000
1500000
1000000
S00000

o

“NO, Words
mNO. Lexical words

lexical density

MNet_Atvticles
OO0 O
2836731

TO.90%0

Books
Exalelalelvie]
3006738

T5.10%

Figure 2: Total number of words and the lexical density of each Source

Fig. 3 shows a distribution of 40,532,180 words among ICA genres, it has been found that the genre that has the largest
number of words is the Literature genre and the smallest is Sports. It also includes the lexical density of each genre; it has
been found that Social Sciences has high density of information while Humanities has a low density of information.
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Humanities is a main genre that includes 4 sub genres (History, Psychology, Philosophy, and Geography) all of which
are fields that are purely scientific, resulting in low richness of lexical words.
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Figure 3: Total number of words and the lexical density of each Genre

4) Copyrights: One of the serious constraints on developing large corpora and their widespread use is national and
international copyright legalizations. According to copyright laws, it is necessary and sensible to protect the authors as
well as the publishers’ rights of the texts that they had produced. ICA data Copy rights and publishing issues are in
progress by Bibliotheca Alexandrina Legal department. For that reason, the ICA data is not available to be downloaded,
but the researchers can search the ICA data via the ICA website.

5) ICA Utilities: Good corpus needs to meet two major requirements to achieve its goal which are well planning and
a huge amount of data®. Therefore, we have an application that helps us through the compilation and categorization stage.
It is more like a utility containing multiple tools that cover the whole process, from collecting the data, categorizing it
into its correct categories to reporting any information or even changing its categorization.

Compiler adds all the available information such as Website, date of publishing, publisher (name and country), writer
(name, gender, age, nationality and educational level) which can be very useful to other studies such as sociolinguistics,
the documents are stored in UTF format as a txt file to guarantee its compatibility with all platforms, as shown in Fig. 4.
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Figure 4: Compilation phase

With the huge amounts of data, navigation tool comes right in place, it enables the user to: A. review the documents in
the form of a tree that simulates the ICA hierarchy. Moreover, the compilation date, compilers names or any loaded
document can be deleted from the hierarchy and moved to recycling, B. search inside the raw data, the search results will
include documents that contain the search input and the context it appears in, C. change the document categorization

6 http://en.wikipedia.org/wiki/Language planning
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from one source to another or edit the metadata of the document as the complier may have made some errors during the
compilation stage, D. choose between three different types of search options: Exact match, Wildcard and Regular
Expression, as shown in Fig. 5.
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Figure 5: Navigation

3 CORPUS ANALYSIS STAGE

Corpus linguistics is the analysis of naturally occurring language on the basis of computerized corpora. Usually, the
analysis is performed with the help of the computer [14].

B. ICA Tag Sets

Many natural language expressions are ambiguous, and need to draw on other sources of information to be interpreted.
To interpret words to be able to discriminate between different usages is needed [15].
Part-Of-Speech tagging is the process by which a specific tag is assigned to each word of a sentence to indicate the
function of that word in the specific context [16]. Traditional Arabic grammar defines a detailed part-of-speech hierarchy
which applies to both words and morphological segments. Fundamentally, a word may be classified as nominal, verb or a
particle [17]. Arabic is very rich in categorizing words, and contains classes for almost every form of word imaginable.
For example, there are classes for nouns of instruments, nouns of place and time, nouns of activity and so on [18].
ICA tag sets consist of 6 categories with 46 types of tags. The tag sets of the VERB category contain 5 tags; Command
Verb, Imperfect Verb, Imperfect Passive Verb, Past Verb and Past Passive Verb. NOUN and ADJECTIVE category
consists of 10 tags; Adjective, Noun, Adverb of Manner, Adverb of Place, Adverb of Time, Verbal Noun, Proper Noun,
Proper Noun(Adverb of Time), Proper Noun(Interjection) and Number. PRONOUN category consists of 3 tags;
Demonstrative Pronoun, Pronoun and Relative Pronoun. PARTICLE consists of 10 tags; Focus Particle, Future Particle,
Interrogative Particle, Negative Particle, Particle, Verb Particle, Exception Particle, Conjunction, Interjection Particle and
Sub Conjunction. META-INFORMATION category consists of 12 tags. Non-linguistic-information category consists of
4 tags. Finally, it is the link category which consists of 2 tags.
Noun category contains:

o (ADV_T): Added right after the basic word class of the nouns. It refers to Adverbs which describe time.

o (ADV_P): Added right after the basic word class of the nouns. It refers to Adverbs which describe place.

e (ADV_M): Added right after the basic word class of the nouns. It refers to Adverbs which describe manner.
Fig. 6 is an example of NOUN (ADV) in ICA.
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Figure 6: NOUN (ADV) in ICA

C. Some ICA Linguistic Qualifiers

The stem-based approach (concatenative approach) has been adopted as the linguistic approach to analyze the ICA.

The lexicon includes over 97,000 entries, belonging to 17 part-of-speech (POS) categories. Lexically specified
information includes: word, vocalization, lemma, prefix(s) (for nouns, adjectives and verbs), suffix(s) (for nouns,
adjectives and verbs), gender (for nouns and adjectives), number (for nouns and adjectives), definiteness (for nouns and
adjectives), root and pattern (for verbs and nouns), Arabic stem, and case.

Functional Arabic morphology enables the functional gender and number information thanks to the lexicon that can
stipulate some properties as inherent to some lexemes, and thanks to the paradigm-driven generation that associates the
inflected forms with the desired functions directly [19].

1) Number: Traditional Arab grammarians have established that the Arabic plural system consists of two-mode
formation; sound plural and broken plural. Broken plural is undeniably considered, both in morphological and
phonological circles, as the most complicated system of nominal plurality because of the great number of patterns due to
the overall morphological patterning of the language [20].

ICA Number information includes; broken plural “PL_BR” which indicates the irregularity while conducting plural
process; for example, “slail ¢ udlae «) 577,

Fundamentally, if there is ambiguity such as “2“S” which can be “kut~Ab” that would be featured as “PL_BR”, or
“kitAb” that would be featured as “SG”, the number feature in ICA is determined according to the vocalization of the
words.
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Figure 7: ICA Number feature
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2) Gender: Gender is an unarguable morphosyntactic feature, since it is required for agreement. The realization of
the value for gender on the target is the accepted instance of the need for a syntactic rule of agreement [21].

Gender is an inherent feature of nouns, and a contextual feature for any other element that have to agree with the nouns in
this feature. Typically, gender is lexically supplied and its value is fixed for the noun. However, in some cases the gender
of the nouns can be a semantically selected feature, where one gender value is selected from a set of options. Therefore,
the lexical entries of nouns, adjectives and pronouns in a gendered language must specify either that the word has a fixed
gender value or that it is capable of taking on different gender values as dictated by the semantics’.

Some different genders can be chosen to highlight a particular property of the referent. For example, some Arabic words
faced in ICA have two genders; masculine, and feminine, as “o~3 «Ja «3,k”. This issue is solved by adding
masculine/feminine “MASC/FEM” feature in the column of Gender.

Word - Edifed W-| Lemmaid - Voo - Pl - Pl - P~ Siem

Figure 8: ICA words that have MASC/FEM feature

3) Definiteness: The definiteness feature in ICA indicates whether the nominal or the adjectival words are definite,
indefinite or definite with EDAFAH (DEF_EDAFAH). The feature of Definite with EDAFAH is added to the word
according to the context.

4) Root: In Arabic, root is the basic source of all the word forms. The root is not a real word; rather it is a sequence
of three consonants that can be found in all the words that are related to it. It is just a sequence of consonants®. The root
is the primary lexical unit of a word; base word. Moreover, the root of each word is detected according to its lemma.

In ICA, every analyzed noun (including adverbs), adjective and verb has a root related to it even if the root consists of
three or four sequenced consonants depending on their lemmas. The ICA data contains 2,435 different distinct roots.

If a specific word has more than one root, it will constitute a problem. This problem is solved by adding the roots
separated by “/” in the Root column. Moreover, the root of each word is detected according to its lemma. It is noted that
some words have no root as "kl e ¢S Y «Jle"; also some foreign words are used in Arabic orthography such as,
"0k e g oy S8, Analysts have added the root “NULL” to such words, as shown in Fig. 9.

7 http://www.features.surrey.ac.uk/features/gender.html
8 http://arabic.tripod.com/Roots.htm
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Figure 9: A sample of roots in ICA

5) Name entity: This feature is added to words that refer to titles as the title of an institute, ministry, association,
country, book, film or conference; it also includes compound names e.g., the compound name ‘4Ss ye ¥ sasiall SLY 17,

Word - Edited W - Lemmaid - e o e St Suf =i Sel -

Figure 10: ICA Name entity (NE)

D. ICA Website®

The ICA data is available to be queried through the ICA website. It is an interface that allows users to interact with the
corpus data in a number of ways. The interface provides four options of searching the corpus content; namely, Exact
Match Search, Lemma Based Search, Root Based Search and Stem Based Search.

More search options are available; namely, Word Class and Sub Class, Stem Pattern, Number, Definiteness, Gender,
Country (Advanced search). Moreover, the scope of search may include the whole corpus, Source(s), Sub-Source(s),
Genre(s), Sub-Sub-Genre(s) or Sub-Genre(s).

Fig. 9 presents an example of a query of the analyzed data that states: when the word ‘2=’ is searched for using a
Lemma-Based search option, the system will highlight all possible lemmas that the word may have, since Arabic is
orthographically ambiguous. In this example, the system will highlight several possible lemmas; ‘wafada’ ‘to promise’,
‘wafd’ ‘Promise’ and ‘ faada’ ‘return’. If the lemma ‘wa fd’ ‘Promise’ is chosen the output search in this case will include
all words that have this lemma such as ‘2s=4 ‘Promises’, ‘alwafd’...etc. with all the possible word forms together with
concordance lines.

*http://www.bibalex.org/ica/en/
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Figure 11: The lemma ‘wafd’ ‘Promise’ output search

In the search output, there will be some information about the number of search result, country, source, genre, sentence
and context for each word. This phase is phase one of ICA website, more enhancements are expected in later phases. The
current phase of ICA application does not represent the final release as we are still receiving users’ comments and reports
till all of them are reviewed and implemented. However, the official phase of ICA application will give the opportunity
for the researchers to save their query results to benefit from them in their researches.

4 CONCLUSION

In this view, corpus-based investigations are very helpful; this can be very clear in lexical studies, grammar, semantics,
NLP and many other language studies. Hence, this paper presents a quick view of the importance of building Arabic
corpora and how most of the existing MSA analyzed Arabic corpora are not sufficient for building Arabic applications
which service Arabic NLP. The current status of the ICA was presented along with its design, compilation and the used
ICA utilities. This trial can be considered as one of the most successful approaches for analyzing modern standard Arabic
(MSA) in comparison with other trials of Arabic analyzed corpora. ICA website plays a role in overcoming the lack of
Arabic resources. It is the 1st online freely available, easy access query on 100,000,000 words which reflect the richness
and variation of the ICA analyzed corpus whose aim is to help the NLP community in specific and other researchers in
general.
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Form: a Linguistic Computational Study.
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Preface:

This article deals with phonotactics, aiming to reveal the relation between
phonemes of trilateral geminate abstract verb (TGAV), and its morphological conjugation
in present tense (PT).

In a former study, the author concluded some rules dominating phonological
behavior of (TAV). These rules demonstrate an internal system underlying phonological
formation of Arabic words. This led her to think of (TGAV); to see if this category is
submitted to that internal system or not.

Considering pairs of TGAV like [$&bba] Lo [Saeffee] e in past tense, we find the
1% consonant (C1) in both verbs is the same [¢ ] & and (C2) is labial [b] - & [f] <. In

(PT), the 1% verb is [jeeSubb] i and the 2™ is [jaesiff] Cexs . This shows that the point
of articulation of (C2):[b] & [f ] affected morphological conjugation of both verbs.

We find also pairs like [dzllee] J3, [ledde] i & [Sebba] L& |, [baesse] &, in
where the two consonants of each pair interchange their position, leading to a change in
morphological form of (PT) of each verb: [jeedill] J% , [jeledd] L & [jesubb] La,

[jeebi$S] 2= . This indicates that changing the position of consonants leads to a change of
its (PT) morphological form.

On the other hand, when (C2) is the same and (C1) changes , we find that the
morphological conjugation is affected also, as in pairs [yaesqsqae] J= and [xaesqsqae] s

. the (PT) of the 1% verb is [jaeyaes's’] J=i and of the 2™ is [j@xus’s’] s=is, also in
verbs [haessae] (=& and [Seessee] (- , (PT) is [jeehiss] s and [i@Suss] (w3 . The same
in verbs [?e&enna] & [yeenna] &€, (PT) is [jee?inn] G and [jeeyaenn] &= , even though
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(C1) in the six verbs is pharyngeal Phoneme. This indicates that the 1% consonant of
(TGAV) affects the conjugation of the (PT) morphological form.

This article aims to reveal the effect of 1% consonant of (TGAV) on morphological
verb form in (PT).

Sample:

All (TGAV) of Fayrouzabady's: al-Qamiis al Muheet (salljsdll Jassall (i saldl) are
considered as a sample.

Questions and aims:

1- Has point of articulation of the pharyngeal 1% consonant of (TGAV) an effect
on its conjugation?

2- Has the range of articulation of the pharyngeal 1% consonant of (TGAV) an
effect on its conjugation?

3-have manners of articulation of both consonants of (TGAV) an effect on
morphological category?

4- Can we identify rules dominating the effect of the pharyngeal 1% consonant on the
morphological behavior of (TGAV)?

Results:

1- Finding out rules which dominate the effect of the pharyngeal 1% consonant on
(TGAV) morphological conjugation.

2-Revealing the relation between the pharyngeal 1% consonant phoneme and the
morphological form .
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Creating a Database for the Holy Quran Letters

Mohammed Abdul Rahman AlKhateib
PhD Student

Faculty of Dar ElI-Ulum - Cairo University
Makh2000@hotmai I .com

Abstract: This study introduces a novel scientific approach for generating a database of the Holy Quran letters,
taking into consideration all Quranic, linguistic and computing aspects that are related to it. The main advantage of
this database is that it recognizes all different cases of the Holy Quran letters and Harakat including spoken, silent,
written, and unwritten letter or Harakah. In addition to that it recognizes the special cases that are related to the
Othmani style of writing. To the best of my knowledge, there has not been any database of the Holy Quran letters,
and I think the presence of a database, such as the one proposed in this study, will be of importance in both Quranic
and Linguistic studies. Moreover, this study will show a sample of the database, and how it is presented on its final
stage at the application level.
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Abstract— Arabic Language has a set of specialties made it difficult language and may obstruct the development of SW tools for it.
Among these specialties, its complex morphological, grammatical, and semantic aspects since it is a highly inflectional and
derivational language. Arabic is the official language of hundreds of millions of people in twenty Middle East and northern African
countries. It is the religious language of all Muslims of various ethnicities around the world. Surprisingly, little has been done in the
field of computerized language and lexical resources. Arabic is a Semitic language which differs from European languages
syntactically, morphologically and semantically. The term “classical Arabic’ refers to the standard form of the language used in all
writing and heard on television, radio and in public speeches and religious sermons. The goal of this research is to discuss criteria for
designing Ontology for Arabic language. It takes an engineering perspective on the development of ontologies in Arabic language. It
investigates different types of the ontology development life cycle.

1 INTRODUCTION

Ontologies are of basic interest in many different fields, largely due to what they promise: a shared and common
understanding of some domain that can be the basis for communication ground across the gaps between people and
computers. Ontology approaches allow for sharing and reuse of knowledge bodies in computational form. As many
traditional activities are changing their manner in the world of today due to the availability of information brought by the
World-Wide-Web (WWW), Ontologies are likely to change more when the knowledge is structured in machine readable
way, and the abstracts concepts it contains are shared.

In computer Science, ontology is a shared and common understanding of some domain that can be communicated across
people and application systems or enabling knowledge sharing. It is a specification of a conceptualization. The rise of
linguistic ontologies is a result of two concurrent situations: Information structuring and representation. They facilitate its
exploitation by users later. This is the topic of ontologies. In the same time, language is the way to vehicle information and
knowledge. So the need for linguistic data is crucial in all research fields. This fields are concerned by the organization of
information and its retrieval for the end user [1][2]. In this paper we are going to discuss the ontology development life
cycle. State the Arabic Language & Semantic web research and finally list some of the related work.

2 ONTOLOGY DEVELOPMENT LIFE CYCLE

There are six parts in the life cycle in the development of ontology: Creation, Population, Validation, Deployment,
Maintenance and Evolution [1]. The 6 parts above can also be subdivided into the following: extracting terms, discovering
synonyms, obtaining concepts, extracting concept hierarchies, defining relations among concepts, deducing rules or axioms.
These processes are used in order to make the ontology matching become possible. And that the related branches of topics
would be available to any users [2]. Manual ontology building is a time consuming activity that requires a lot of efforts for
knowledge domain acquisition and knowledge domain modeling. In order to overcome these problems many methods have
been developed, including automatically or semi-automatically systems and tools. They use text mining and machine
learning techniques to generate ontologies. The research fields which study this issues is usually called “ontology
generation”, “ontology extraction” or “ontology learning”. It studies the methods and techniques used to:

e construct automatically or semi-automatically an ontology, and

e enrich or adapt an existing ontology using different sources.

The ontology learning process is useful for different reasons. First of all, it accelerates the process of knowledge acquisition.
Second, it reduces the time for the updating of an existent ontology. Finally, it accelerates the whole process of ontology
building [9][10]. There are a few types of ontologies which have different roles. In some cases, discussion goes to a mess
because of the ignorance of what type of ontology is under consideration. Some say “ontology is domain-specific like a
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knowledge base which was a failure”. Others say “No, it isn’t. Ontology is very generic and hence it is widely applicable
and sharable”. Both are correct because they are talking about different types of ontology.

Upper Ontologies are harder to design than domain ontologies in a certain respect. They are generally both more granular
and more macroscopic. Generally, the concepts they define are more abstract and often epistemological in nature. While
someone may be a domain expert in their own field and be able to design a fairly decent ontology about their domain,
designing a truly suitable Upper Ontology is a different specialization altogether. Ontology-based linguistic resources are
valuable for any natural language processing application, especially Semantic Web applications [4]. Acquiring domain
knowledge for building ontologies is highly costly and time consuming. For this reason lots of methods and techniques
have been developed for trying to reduce such efforts. The mapping between lexical items (words or multiwords) and
concepts can be complex. Due to polysemy, most lexical items can be mapped into more than one concept. Due to
synonymy, more than one word can be mapped to a concept.

The absence of free usable lexical and syntactic resources and tools for Arabic makes it a “pi- language” (poorly
informative). This constitutes a real difficulty in the process of transferring technology into Arabic. There is a strong need
for Arabic language support since the ontology in English cannot be translated to Arabic [7][8]. Ontology has proved their
success in multiple domains, such as Medicine, e-Commerce, e-Learning and Biology. To extend this success to the Arabic
language, a set of ontology tools and applications needs to be created to fulfill the requirements of the Arabic language.
Thus, the research questions we are trying to answer:

e Can existing Ontology tools facilitate building of ontology applications that support the Arabic language?

¢ What are the challenges to create ontology of the Arabic language?

¢ What the difference between Arabic language and other language like English and French?

3 ARABIC LANGUAGE AND SEMANTIC WEB RESEARCH

There are various studies conducted on Arabic language in Semantic Web. Zaidi, Laskri and Bechkoum proposed to
improve the Arabic information retrieval on the Web in the legal domain by an Arabic search engine supporting the
translation of Arabic queries into English or French queries. The aim was to return documents written in Arabic, French or
English. Vossen, Pease and Fellbaum worked on Arabic Word Net (AWN) based on the methods developed for
EuroWordNet (EWN) and since applied to dozens of languages around the world. The EuroWordNet approach maximizes
compatibility across Word Nets and focuses on manual encoding of the most complicated and important concepts. The
basic criteria for AWN are connectivity, relevance, and generality, from English to Arabic and from Arabic to English.
Hammo surveys on enhancing retrieval effectiveness of search engines for diacritised Arabic documents by building an
Arabic— English IR system based on a machine translation approach. AbdulJaleel and Larkey, proposed a statistical
transliteration approach for Arabic-English IR.

Grefenstette et al, described the changes required to modify their cross language IR system, which has been designed for
European languages to integrate Arabic language. Abdelali et al, described how precision can be improved in query
expansion using LSI. Finally, Semmar and Fluhr, presented a new approach to align Arabic—French sentences retrieved
from a parallel corpus based on a cross-language IR system. This approach is basically based on building a database of
sentences of the target text and considering each sentence of the source text as a query to that database. Guo and Ren
highlighted the use of Natural Language Processing (NLP) technology as a significant component in Semantic Web tool.
NLP is one branch of the linguistics, which uses the computer technology to realize human language processing effectively.
Its ultimate objective is to automatically understand human language with the support of artificial intelligence technology.
It is also called as natural language understanding and sometimes is used to transform information to Semantic Web data.
Traditional information retrieval also can be turned into knowledge discovery. Al-Khalifa, Hen, Al-Yahya, Bahanshal and
Al- Odah proposed a framework for representing a semantic opposition in the Holy Quran using Semantic Web
Technologies. Previous research in the field of Computers and the Holy Quran can be classified into six categories, namely:
Information Retrieval, Speech Recognition, Optical Character Recognition, Morphology Analysis, Semantic checking and
Educational Applications. Very little work has been done toward using semantic web technologies for serving the lexical
semantics of the Holy Quran. Hammo, Abu-Salem and Lytinen developed a system QARAB whose main goal is to
identify text passages that answer a natural language question. The tasks in QARAB can be summarized as follows: Given
a set of questions expressed in Arabic, find answers to the questions under the following assumptions: ¢ The answer exists
in a collection of Arabic newspaper text extracted from the Al-Raya newspaper published in Qatar.The answer does not
span through documents (i.e. all supporting information for the answer lies in one document)The answer is a short passage.
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These are just a few studies conducted directly or indirectly in Semantic web in Arabic language. Based on the information
gathered, it can be concluded that work in Arabic language for Semantic Web is still in the infancy. Due to that, it is
possible to progress further besides the current available Arabic semantics like those that are used in the Quran [16].

4 ARABIC ONTOLOGY RELATED WORK

Arabic ontology is the foundation of the creation of Semantic Web in Arabic language. Basic categorization of terminologies
and meanings in a domain give the semantics. The interrelationship between one word to the other words that matches to its
meaning can also result to the stems and branches of semantics. Ontology can be built by using domain experts or learned from
information available in a corpus of the domain. The goal of ontology learning is to automatically extract relevant concepts and
relations from the given corpus or other kinds of data sets to form Ontology [9].

The process of developing ontology can be subdivided into the following: extracting terms, discovering synonyms, obtaining
concepts, extracting concept hierarchies, defining relations among concepts, deducing rules or axioms. These processes are used
in order to make the ontology matching become possible and that the related branches of topics would be available to any users.
Using the different languages in the study of Ontology can also be a challenge to the many attempts of the Web designs to cater
the thousands of users in the World Wide Web. Web information is usually language dependent; and the availability of
information related to the language that would be much preferable according to the user would be an increasing need of today.
There is a strong need for Arabic language support since the ontology in English cannot be translated to Arabic. Figure 2 shows
the ontology for ecommerce domain. Different languages have contained the specific linguistic environment and the cultural
context, which has caused the need to develop different ontology for different information language.

I
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Figure 2: Ontology for ecommerce domain.

A. Manually Developing Ontologies
The first and the most obvious way to build an Ontology from "scratch", i.e. to define classes, relations instants and so on.

1) An Ontological Model For Representing Semantic Lexicons: An Application On Time Nouns In The Holy Quran

Although Arabic is the language of over two hundred million speakers, little has been achieved in regards to computational
Avrabic resources, especially lexicons. Most of what has been developed was originally tailored for Roman languages, and is not
necessarily satisfactory for the Arabic community. In this research, they introduce a computational model for representing
Avrabic lexicons using ontologies. Ontologies are knowledge representation structures which form the central building block of
the Semantic Web. The model is based on the field theory of semantics from the linguistics domain, and the data which drives
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the design of the model is obtained from the most accurate text that presents superiority and perfection of the Arabic language,
the Holy Quran. Creating such lexicons will be invaluable in a number of Arabic applications. This paper presents the design
and implementation of the proposed ontological model. Results of its application on “Time nouns” vocabulary of the Holy
Quran are presented.

Results show that the model was able to cope with new nouns; however, some semantic dimensions were added to the model to
accommodate new features. Lexical relations were also checked to verify that the model captures them sufficiently. Although
there exists a dimension of “dynamism” which has two values, static and dynamic, the model does not capture the element of
temporal sequencing in time. For example, summer follows spring, and today comes before tomorrow.

the model assumes that if X isPartOfY, then this implies that features associated with word x are also features for word Y, and
are added to the componential formula. However, during the evaluation it appears that there exists words for which this
statement is not true. For example, summer isPartOf year; however, year hasFeature abstract, while summer has Feature
concrete. Therefore, this Embodiment feature cannot be inherited. A proposed resolution to this issue is to attach certain
properties to features which describe the nature of these features, whether they are inheritable (shared) or not. Another
interesting finding from our evaluation is what we refer to as the dispersion effect. This effect occurs when there is minimal or
no inclusion relationship within nouns of a specific semantic field, which results in a shallow and wide structure, instead of a
deep and narrow one. This means that componential formula will be extremely short; therefore, meaning representation is not
sufficient. With regards to “Vague” nouns, this effect is apparent. The componential formulae were very short, thus not giving
depth of meaning as is the case with “Day” nouns. When we applied the model on nouns from a different semantic field
“Human”, we also observed the dispersion effect.

the findings of a limited number of features (semantic richness) for concrete nouns vsabstract nouns, support those reported in
the literature. Studies show that words referring to concrete semantic units have richer semantics than abstract ones, and within
concrete semantic units, living things have more features than nonliving (artifact) things. Another important finding from our
evaluation is that within the “Human” semantic field, it was difficult to identify semantic dimensions. This may be due to two
reasons: the fact that the “Human” semantic field is a very large field, and the sample chosen is not focused on a specific
domain within the “Human” semantic field. The ontology proposed in this research is unique in representing componential
analysis of Arabic vocabulary.

Traditional approaches to Arabic language computational models were based on models of Roman languages. However, our
proposed model has originated from an authoritative and rich source of Arabic language, i.e., the Holy Quran. We do not claim
that our model is comprehensive. However, we focused on the area where others have not tapped into, that of componential
analysis. Additionally, since our model is implemented in OWL, it can easily be extended and linked to other ontologies such as
SUMO, LMF, and LexInfo. Furthermore, we believe that such a model for representing Arabic lexicons will enable the creation
of a plethora of useful applications for processing Arabic natural language. Such applications include simplifying Arabic
language teaching for non-Arabic speakers and building intelligent Arabic dictionaries.
Finally, the results of our work can be summarized as follows:
e Finding appropriate semantic primitives (dimensions) was simpler in concrete concepts and nouns. However, this
was not the case with abstract concepts.
e The evaluation also highlights some difficulties associated with this approach to semantics; for example,
identifying semantic dimensions, and those which have polarities was difficult.
e Although the lexicon is built based on Time nouns in the Holy Quran, the model is capable of accommodating any
Time noun in the Arabic language.

The paper presented an ontological model for a computational lexicon capable of representing Arabic language lexicons in a
way which provides a foundation for building useful Arabic language applications using Semantic Web technologies. The
model has been implemented on the Arabic language vocabulary associated with “Time” vocabulary in the Holy Quran. Results
of the evaluation indicate that the model is capable of representing word semantics in a way that can facilitate semantic analysis
of Arabic words and various useful applications. The next natural step is to extend the model into other semantic fields and see
how it can accommodate them. Since componential analysis and ontology population are human intensive processes, a major
direction in future work is looking into strategies for automated ontology population using technologies such as Latent Semantic
Analysis and Formal Concept Analysis. In addition, we plan to develop semantic web applications capable of exploiting the rich
structure of the ontological model. We intend to develop an application which automatically performs semantic analysis of
words. Another useful application on the horizon is word positioning within the semantic field (classification) based on known
features of the word. Classifying a new word in the lexicon is not a simple task. However, using the proposed model, the
linguist needs only to select certain features and the application can automatically detect the appropriate classification, and
suggest it to the user. Moreover, visualizations of the ontology are useful for linguists in observing semantic field
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characteristics and language behavior in a certain field, such as word density, word movement, and other attributes of a
semantic field.[22]

2) Al —Kbhalil: The Arabic Linguistic Ontology Project

This paper presents a project to building an ontology centered infrastructure for Arabic resources and applications. The core of
this infrastructure is a linguistic ontology that is founded on Arabic Traditional Grammar. The methodology they have chosen
consists in reusing an existing ontology, namely the Gold linguistic ontology. They discuss the development of the ontology and
present our vision for the whole project which aims at using this ontology for creating tools and resources for both linguists and
NLP researchers.

Al-khalil is an OWL ontology under development. they have baptized the project Al-Khalil in the sake of the famous
grammarian AL-Khalil Ibn Ahmad Alfarahidi because they consider in some sense he was the first to have built an ontology for
the Arabic language trough his “kitabalayn” which means the book of the letter . the name came from the fact that the
dictionary follows a phonetic order starting from the pharyngeal sound ¢ they have chosen to build our ontology on an existing
linguistic ontology namely the Gold ontology. The development of our ontology is two steps:

e Bootstrapping manually the ontology by choosing the linguistic concepts from Arabic linguistics and relating them to the

concepts in GOLD.

e Using an automatic extraction algorithm to extract new concepts from linguistic texts to enrich the ontology.
The algorithm is based on the repeated segments calculus method. The general architecture of the In constructing the first
prototype of our ontology we have focused on the concepts of Arabic Traditional Grammar that don“t appear in other linguistic
theories such as mital, giyas, lafda, ... and other concepts pertaining to the Neo-khalilean framework which is a modern
interpretation of Arabic Traditional Grammar . We make this difference because in the future we aim at:

e Building a community of practice (cope) for the Neo-khalilean school of Arabic traditional grammar. A cope is a
subontology that inherits from and extends the overall gold ontology. Subontology classes are distinguished from each
other by different name space prefixes, for example gold:noun, hpsg: noun, ATG: noun, ism.

e Extending the content of the ontology. Indeed, as the ontology is intended to be a reference for linguists and NLP
researchers in different areas of the field, we aim the ontology to contain exhaustive knowledge about standard Arabic,
formal and NLP works on Arabic, dialects and linguistic phenomena relating to Arabic,

e Linking our ontology to projects on Arabic corpus for instance the Algerian Arabic treasury project an building significant
applications that use the ontology [23].

Manual acquisition of ontologies is a tedious and cumbersome task. Ontology learning aims to accelerate the time and reduce
the effort of building ontology by acquiring concepts and relations semi-automatically or automatically from different
information sources such as databases, documents, and/or web pages.

B. Semi-Automatic Developing Ontologies

1) Ontology Learning from Textual Web Documents

Domain ontology plays an important role in annotating web resources with proper semantic information. The underlying
assumption behind this work is that the noun phrases appearing in the headings of a document as well as the document’s
hierarchical structure can be used to discover the concepts and is-a relations between them in the documents’ domain. In order
to verify this assumption a methodology was proposed, and a system was implemented and applied on a set of Arabic
agricultural extension documents. The system takes as input a root concept, analyzes all input documents’ heading structure,
extracts concepts from headings and builds a taxonomical ontology. The resulting ontology was verified against a modified
version of AGROVOC ontology, which is a hand-made ontology developed by Food and Agriculture Organization of the
United Nation (FAO). The F-score obtained was 52.29% for lexical evaluation of diseases ontology and 39.64% for lexical
evaluation of insects' ontology. Taxonomical F-score was 44.59% for diseases ontology and 31.38% for insects' ontology The
objective of our research was to accelerate and improve the Ontology development process by semiautomatically generating a
hierarchal ontology. An ontology learning system has been built and tested on web page documents to achieve this objective.
Our system generates an ontology from heading titles given a set of web documents using information that exists in the title’s
text as well as the HTML structure. The best obtained result (F-score) was 61.14% (precision = 58.18% & recall = 64.65%) in
lexical evaluation and 44.9% (precision = 55.43% & recall = 37.73%) in taxonomic evaluation.

Refining the generated ontology did not lead to improvement in lexical and taxonomical evaluation f_score metric. However, it
improved the precision significantly at the price of recall. they are now investigating the use of other refinement rules to
improve both recall and precision. Another approach that we are investigating is to let a domain expert refine the ontology
produced using the merged method then use this ontology as a core ontology that can be extended by analyzing more
documents [24].
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2) Building a Framework for Arabic Ontology Learning

This paper presents the ArOntoLearn a Framework for Arabic Ontology learning from textual resources. Supporting Arabic
language and using domain knowledge or previous knowledge in the learning process are the main features of the framework,
besides it represents the learned ontology in Probabilistic Ontology Model (POM), which can be translated into any knowledge
representation formalism, and implements data-driven change discovery, therefore it updates the POM according to the corpus
changes only, and allows user to trace the evolution of the ontology with respect to the changes in the underlying corpus. the
framework analyses Arabic textual resources, and matches them to Arabic Lexico-syntactic patterns in order to learn new
Concepts and Relations. They developed a framework for incremental ontology learning, using Arabic natural language
processing, machine learning and text mining techniques, in order to extract ontology from Arabic textual resources. The novel
aspects about the framework are: (i) the flexibility with respect to use other Arabic linguistic analyzers, and add new Lexico-
syntactic patterns to reach more accuracy, (ii) the independence of a concrete ontology representation language, (iii) benefits
from the previous knowledge by using an assistant ontology, (iv) using the probability for capturing uncertainty and enhancing
user interaction, (v) the integration of data-driven change discovery strategies increasing the efficiency of the system, as well as
the traceability of the learned ontology with respect to changes in the corpus, making the whole process more transparent[6].

3) Arabic WordNet Current State and Future Extensions

AWN is a free lexical resource for modern standard Arabic. It is based on the design and contents of Princeton WordNet
(PWN)and can be mapped onto PWN as well as a number of other wordnets, enabling translation on the lexical level to and
from dozens of other languages. Moreover, the mapping of WordNet to the Suggested Upper Merged Ontology (SUMO)
provides opportunities to use the semantic side in some Arabic NLP applications. Constructing AWN presents challenges not
encountered by established wordnets. These include the script on the one hand and the morphological properties of Semitic
languages, centered around roots, on the other hand. The foundations for meeting these challenges have been laid. An
innovation with significant consequences for wordnet development is the proposal to substituteEnglish WN as the ILI with
SUMO.

Following EuroWordNet, AWN is developed in two phases by first building a core wordnet around the most important concepts,
the so-called Base Concepts, and secondly extending the core wordnet downward to more specific concepts using additional
criteria. The core wordnet should thus become highly compatible with wordnets in other languages that aredeveloped according
to the same approach. For the core wordnet, The Common Base Concepts(CBCs) of the 12 languages in EWN and BalkaNet are
being encoded as synsets in AWN; other Arabic language-specific concepts are added and translated manually to the closest
synset. The same procedure is performed for all English synsets that currently have an equivalence relation in the SUMO
ontology. Synset encoding proceeds bi-directionally: given an Englissynset, all corresponding Arabic variants (if any) will be
selected; given an Arabic word, all its senses are determined and for each of them the corresponding English synset is encoded.
The Arabic synsets will be extended with hypernym relations to form a closed semantic hierarchy. SUMO will be used to
maximize the semantic consistency of the hyponymy links. This will represent the core wordnet, which is a semantic basic for
the further extension. Thework is mostly done manually. When a new Arabic verb is added, extensions are madefrom verbal
entries, including verbal derivates, nominalizations, verbal nouns, and so on. We also consider the most productive forms of
deriving broken plurals. This is done by applying lexical and morphological rules iteratively.

The database is further extended downward from the CBCs. First, a layer of hyponyms is chosen based on maximal
connectivity, relevance, and generality. Two major pre-processing steps are required, preparation and extension. Preparation
entails compiling lexical and morphological rules and processing available bilingual resources from which we construct a
homogeneous bilingual dictionary containing information on the Arabic/English word pair. This information includes the
Arabic root, the POS, the relative frequencies and the sources supporting the pairing. The Arabic words in these bilingual
resources must also be normalized andlemmatized while maintaining vowels and diacritics. We next apply 17 heuristic
procedures, previously used for EWN, to the bilingual dictionary in order to derive candidate Arabic words/English synsets
mappings. Each mapping includes the Arabic word and root, the Englishsynset, the POS, the relative frequencies, a mapping
score, the absolute depth in AWN, the number of gaps between the synset and the top of the AWN hierarchy, and attested
tokens of the pair. The Arabic word/English synset pairs constitute the input to a manual validation process. We proceed by
chunks of related units (sets of related WN synsets, e.g. hyponymy chains and sets of related Arabic words, i.e., words having
the same root) instead of individual units (i.e., synsets, senses, words).

Finally, AWN will be completed by filling in the gaps in its structure, covering specific domains, adding terminology and
named entities, etc. Each synset construction step is followed by a validation phase, where formal consistency is checked and
the coverage is evaluated in terms of frequency of occurrence and domain distribution. The total coverage of AWN will be
around10,000 synsets. Although the construction of AWN has been manual, some efforts have been made to automate part of
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the process using available bilingual lexical resources. Using lexical resources for the semiautomatic building of wordnets for
languages other than English is not new. In some cases a substantial part of the work has been performed automatically, using
PWN as source ontology and bilingual resources for proposing correlates. An early effort along these lines was carried out
during the development of Spanish WordNet within the framework of EuroWordNet project. Later, the Catalan WordNet and
Basque WordNet were developed following the same approach.ForAWN, they have investigated two different possible
approaches. On the hand, they produce lists of suggested Arabic translations for the different words contained in the English
synsets corresponding to the set of Base Concepts. In this case the input to the lexicographical task is the English synset, its set
of synonyms and their Arabic translations. On the other hand, they derive new Arabic word forms from already existing,
manually built, Arabic verbal synsets using inflectional and derivational rules and produce a list of suggested English synset
associations for each form. In this case the input is the Arabic verb, the set of possible derivates and the set of English synsets
which would be linked to corresponding Arabic synset. In both cases, the list of suggestions is manually validated by
lexicographers.

This methodology takes advantage of one of a central characteristic of Arabic, namely that many words having a common root
(i.e. a sequence of typically three consonants) have related meanings and can be derived from a base verbal form by means of a
reduced set of lexical rules. Since AWN entries must be manually reviewed, our aim is once again not to automatically attach
new synsets but rather to suggest new attachments and to evaluate whether these suggestions can help the lexicographer. As
with previous approach, we are more interested in getting a broad coverage than high accuracy, although an appropriate balance
between these two measures is nonetheless desirable.[22]

C. Automatic Developing Ontologies
1) Automatic construction of ontology from Arabic texts

The work proposes an approach of automatic construction that is using statistical techniques to extract elements of ontology
from Arabic texts. Among these techniques they use two; the first is the “repeated segment” to identify the relevant terms that
denote the concepts associated with the domain and the second is the “co-occurrence” to link these new concepts extracted to
the ontology by hierarchical or nonhierarchical relations. The processing is done on a corpus of Arabic texts formed and
prepared in advance. They use statistical methods, since these methods do not require these types of annotated corpora and
NLP1 analyzers (such as the lexical analyzer and parser). These methods are based on two criteria; the relevance of a term from
a domain that is defined by the number of occurrences of the word in the corpus and the co-occurrence of two terms at a
frequency more high. they started the initialization of the ontology manually, by the general (generic) concepts retrieved from
the ontology of GOLD (General Ontology for Linguistic Description).they have formed a domain corpus by the recovery of text
from articles of journals and books of the domain and also the collection of documents over the Web. This corpus was
preprocessed to remove some ambiguity, reduce the number of transactions and adapt the corpus according to their aim.

After preparing the corpus, they move to the extraction step of ontology elements. The processing is done in two passages. In

the first; they extract all the terms (one or more words) used to denote concepts in the domain, using the method of “repeated

segments” based on the following prepositions: A significant term is used several times in a specialized text.

e Terms can be complex, that are composed of several words used individually (ex. . (Aewliles

» Complex terms are constructed using a finite number of sequences of words. In the second passage; we will seek the pairs
of terms that co-occur more frequently in the corpus. The result of this processing provides them with a list of pairs of
terms that will be used to update the ontology.

Many perspectives are offered based on our work, among them; we proposed an ontology that represents the fundamentals

notions of Arabic linguistics, this ontology can be useful for developing NLP tools that analyze Arabic texts. A second

perspective would be to use our techniques and statistical methods for information extraction on Arabic texts for other works

(e.g. terminology extraction, creation of electronic dictionaries and thesaurus ...) [19].

5 CONCLUSION

The increasing interest in Ontologies for many natural language applications in the recent years has led to the creation of
ontologies. These Ontologies are for different purposes and with different features systems. Also the recent work in Artificial
Intelligence is exploring the use of formal ontologies. Its use is as a way of specifying content-specific agreements for the
sharing and reuse of knowledge among software entities. There are various studies conducted on Arabic language in Semantic
Web. The propose of this studies is to improve the Arabic information retrieval on the web. The ontology development life
cycle had many questions around it in the last few years. We have discussed some of these criteria’s and methods and give some
examples. This paper is part of an ongoing research to develop a frame work for building an Arabic ontology.
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Abstract— a semantic network is a network, which represents semantic relations among concepts. This is often used as a form
of knowledge representation. It is a directed graph consisting of nodes, which represent concepts, and edges which represent
relations between nodes. A semantic network is used when one has knowledge that is best understood as a set of concepts that
are related to one another. More generally, most semantic networks are cognitively based. In this paper, we evaluate semantic
networks and present its different types and variations.

1 INTRODUCTION

A semantic network (SN) is widely used knowledge representation technique. Semantic network is a graphical
knowledge representation scheme consisting of nodes, and links between nodes. Computer implementations of semantic
networks were first developed for artificial intelligence and machine translation, but earlier versions have long been used
in philosophy, psychology, and linguistics [1]. The nodes of the net represent objects or concepts and the links represent
relations between nodes. The links are unidirectional and labelled; therefore, a semantic network corresponds to a
directed graph. From the graphical point of view, the nodes are usually represented by circles or boxes and the links are
drawn as arrows or simple connectors between the circles. The structure of the network defines its meaning, depending
on which nodes are connected to which other nodes. KR techniques are divided in to two main categories one is
declarative and other is procedural. The declarative representation techniques are used to represent objects, facts,
relations. Whereas the procedural representation are used to represent the action performed by the objects. Semantic net
is a declarative KR technique that can be used either to represent knowledge or to support automated systems for
reasoning about knowledge [2].

Semantic network have different application such as practical knowledge representation for the Web [3], [4]. Semantic
modelling and knowledge representation in Multimedia Database is another application of SN [5]. SN is used to model
trouble shooting’s knowledge. In Pattern-recognition semantic net can be used to help the computer to identify how
objects to be analyzed are related to one another. It is used heavily in Natural language processing. Bootstrapping
knowledge representation uses semantic nets to make the web more intelligent. Finally, SN is an excellent reasoning
mechanism [6].

The paper is organized after this introduction. Section 2 reviews the basics of SN. In section 3 we explain how SN
inferencing is performed and inheritance criteria. Types of SN are listed in section 4. Then an evaluation of SN is
presented in section 5 to study the pros and cons of SN. In section 6 partitioned semantic nets are defined. Finally, the
conclusion of the paper is given in section 7 with future work.

2 SEMANTIC NETWORK REVIEW

In order to have a concrete example of what a semantic network is, let us look at figure 1 in [7], as can be seen, the node
which labeled "person” is linked to the node which labeled “living being”. The link is labeled “is-a”. Indeed, technically
speaking, the diagram represents the fact that there is a binary relation between a living being, such as a person, and the
concept of person itself. Another node with the label “cat”, as well as a “is-a” link from this node to the “living being”
node, again representing that a cat is a type of living being.
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Figure 1: Example of Semantic Network

Also, there is a person called “David” and a cat called “Tom”, and David owns Tom, the structure of the network
becomes apparent as shown in figure 1. Clearly, a new link labeled "owns" would need to be added as well, in order to
represent that David owns Tom. Indeed the nodes labeled “living being”, “person” and “cat” represent the generic or
class concept of a living being, a person and a cat, respectively; in practice, they represent just abstract concepts. Instead,
the nodes “David” and “Tom” represent an individual instance of the nodes “person” and “cat”, respectively; in fact
David is a person and Tom is a cat. In conclusion it is crucial to notice that there are two types of context, classes and
individuals, although they are represented in the same way. Now let us add more information as shown in figure 2. The

information now being represented is that David is a person and home is the place he is at.
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Figure 2: Example of Semantic Network

As the number of nodes increases, the meaning of the respective links needs to be considered. It should be apparent that
not all links are alike. Indeed, some links express only relationships between nodes, and are therefore assertions of the
nature of the relationship between two different nodes. For example, the link “is-at” in figure 2, which describes the
relationship that the person David is at the place home. The “is-a” links in figure 2, instead, are structural links, in that
they provide “type” information about the node. It is clear since this information is about the node itself and not about the
relationship it has to be a different type of node. For instance, the node “home” is an individual instance of the class node
labeled “place”. The network in figure 2 now provides a representation for information about the nodes belonging to it.
For instance, a person called David is the owner of a cat called Tom, and at the moment he is sitting in the living room,
using a television.

Another important characteristic of the node-link representation is the implicit “inverse” of all relationships represented
by a link. Indeed, if there is a link going from one node to another, this also implies the reverse, and it means that there is
a link from the second node to the first. For example, there are two nodes labeled “David” and “television” with the link
labeled “uses”. The direction of the relationship is that “David uses a television”. In practice “David” is a subject and
“television” is the object, and “uses” is the verb or action or link between them. This “David uses television” relation
implies the inverse relationship that “television is-used- by David”, as shown in figure 3.

/ o -\\‘.
| David )
pS %

e e T

uses 7
{ television )

-

is-used-hby
Figure 3: Symmetric relationships in Semantic Networks
Non-binary relationships can be represented by “turning the relationship into an object”. This process in knowledge

representation system is known as “reification”. As shown in figure 4, we can represent the generic give event as a
relation involving three things: a giver, a recipient and an object, give (john, mary, book)[8], [9].
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Figure 4: Non-binary relations

Semantic networks are very good at representing events, and simple declarative sentences, by basing them round an
“event node” [10]. For example: “John gave lecture w6 to his students” as shown in figure 5. In fact, several of the
earliest semantic networks were English-understanding programs.

Give Lecture

. e
instance instance
agent -
| John sl Event107 — —» W
| object R
beneficiary
k.

Student

Figure 5: Example of representing events

3 KNOWLEDGE INFERENCING IN SEMANTIC NETWORKS

With any kind of knowledge representation scheme, it is possible to infer knowledge that is not directly represented by
the scheme. To give an example of what can be found out from the semantic network in figure 2 that is not directly
represented, let us consider figure 6. By tracing the path from the node “living room” to the node “David” via the link
labeled “is-in” and then from the node “David” to the node “television” via the link labeled “uses”, it is possible to infer
that the television is in the living room by inferring a link labeled “is-in” between the node “television” and the node
“living room”, as shown in figure 6. This means that this information does not need to be explicitly represented in the
original network, for it can be easily inferred later.

N uses A
David | ——— ( ia )
g \_\.telewswn )

-

{

.\-‘ - -

N
s " \\
IS0 /Is—ln

el
r,’ living \I
\._room_/
B tormal links
M inferred links

Figure 6: Example of knowledge inferring in Semantic Networks

From a mathematical point of view, composing links occurs by placing them end-to-tail. This composition creates a new
link. It is not possible to compose every pair of links, only those whose destinations and sources correspond. The
destination of the first must be the source of the second. By composing links, new relationships between nodes can be
found and described. Such a process is also called chasing links and the terminology introduced comes from a branch of
mathematics called Category Theory. Looking at figure 7 in [3] and formalizing the whole lot from a logical point of
view, we can say that if x is an individual and y is class, the link “is-a” between them can be interpreted as the following
formula: y(x).

T N isa 7
\___X B J '\,%__Y f

Figure 7: Simple example of instancing in Semantic Networks
E.g.: cat (Tom).

Instead, if x and y are classes, the link between them can be interpreted as the following formula:
VZzx(Z) = y(Z)
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Category theory is an area of study in mathematics that examines in an abstract way the properties of particular
mathematical concepts, by formalizing them as collections of objects and arrows, where these collections satisfy some
basic conditions.

E.g.: VZ cat(Z) = living_being(Z).

Finally, if a class or an individual has some properties, these can be translated to binary predicates:

VZ y(Z) = property(Z, value) class

property(x, value) individual

In conclusion, coming back to our original example, figure 8 shows the results of more link chasing. As you can see,
additional relationships are derived, e.g., a person has a posture, may own a cat and may use appliances.
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Figure 8: A more complicated example of inference in Semantic Networks

A. Inheritance in Semantic Net

Semantic network are generally used to represent the inheritable knowledge. Inheritance is most useful form of inference.
Inheritance is the belongings in which element of some class inherit the attribute and values from some other class. To
support inheritance object must be organized into classes and classes must be arranged in a generalization hierarchy.
Because there is an association between two or more nodes the Semantic nets are also known as associative nets. These
associations are proved to be useful for inferring some knowledge from the existing one. If user wants to get any
knowledge from the knowledge base they need not to put any query. The activated association or relation provides the
result directly or indirectly only need to follow the links in the semantic net. I1S-A, and A-KIND-OF are generally used to
represent the value of a link in semantic net as shown in figure 9. The searching algorithms of the semantic net are
Intersection Search, Inheritance, Breadth First, Depth First, and Heuristic Search [6], [9].

Figure 9: Represents of IS-A, HAS, INSTANCE

Two important features of semantic networks are the ideas of default (or typical) values and inheritance. We can assign
expected/default values of parameters and inherit them from higher up the hierarchy. This is more efficient than listing
all the details at each level.
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B. Multiple Inheritance

A node can have any number of super-classes that contain it, enabling a node to inherit properties from multiple parent
nodes and their ancestors in the network. Sometimes it may cause conflicting inheritance. With simple trees, inheritance
is straight-forward. However, when multiple inheritance is allowed, problems can occur. For example, consider this
famous example: Question: “Is Nixon a pacifist?” [8].

wrcifist cifist
= '-'L Quaker | |Repubhcau }PH—‘ No

Tes
Ins fﬂh %{am‘e

Nixon |

Figure 10: Multiple Inheritance

Conflicts like this are common is the real world. It is important that the inheritance algorithm reports the conflict, rather
than just traversing the tree and reporting the first answer it finds. In practice, we aim to build semantic networks in
which all such conflicts are either over-ridden or resolved appropriately [8], [10].

4  SEMANTIC NET TYPES
According to [1], [11] the known semantic networks can be divided into six kinds depending on the used techniques:

A. Definition network

Definition network emphasizes the subtype or is-a relation between a concept type and a newly defined subtype. The
resulting network, also called a generalization hierarchy, supports the rule of inheritance to copy properties defined for a
supertype to all of its subtypes. Since definitions are true by definition, the information in these networks is often
assumed to be necessarily true. Such systems can be useful for many applications, but they can also create problems of
conflicting defaults as shown in figure 11.

The Nixon diamond on the left shows a conflict caused by inheritance from two different supertypes: by default, Quakers
are pacifists, and Republicans are not pacifists. Does Nixon inherit pacifism along the Quaker path, or is it blocked by the
negation on the Republican path? On the right is another diamond in which the subtype Royal Elephant cancels the
property of being gray, which is the default color for ordinary elephants. If Clyde is first mentioned as an elephant, his
default color would be gray, but later information that he is a Royal Elephant should caused the previous information to
be retracted.

Pacifist GrayEntity
/ \\ Elephant WhiteEntity
Quaker Republican /
\ / RovalEllaphant
Nixon Clyde

Figure 11: Conflicting defaults in a definitional network

To resolve such conflicts, many developers have rejected local defaults in favor of more systematic methods of belief
revision that can guarantee global consistency.

B. Assertion network

Assertion networks are designed to assert propositions. Unlike definition networks, the information in networks of this
kind is assumed to be contingently true, unless it is explicitly marked with a modal operator. Some assertion networks
have been proposed as models of the conceptual structures underlying natural language semantics. The most successful
approach was the method of adding explicit nodes to show propositions. Logical operators would connect the
propositional nodes, and relations would either be attached to the propositional nodes or be nested inside them.

C. Implication networks

Implication networks are a special case of a propositional semantic network in which the primary relation is implication.
Other relations may be nested inside the propositional nodes, but they are ignored by the inference procedures. They may
be used to represent patterns of beliefs, causality, or inferences. Depending on the interpretation, such networks may be
called belief networks, causal networks, Bayesian networks, or truth-maintenance systems.
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D. Executable networks

Executable networks include some mechanisms which can perform inferences, pass messages, or search for patterns and
associations. Executable semantic networks contain mechanisms that can cause some change to the network itself. The
executable mechanisms distinguish them from networks, which are static data structures and can only change through the
action of programs external to the net itself.

Three kinds of mechanisms are commonly used with executable semantic networks:

1) Message passing networks can pass data from one node to another. For some networks, the data may consist of a
single bit, called a marker, token, or trigger; for others, it may be a numeric weight or an arbitrarily large message.

2) Attached procedures are programs contained in or associated with a node that perform some kind of action or
computation on data at that node or some nearby node.

3) Graph transformations combine graphs, modify them, or break them into smaller graphs. In typical theorem provers,
such transformations are carried out by a program external to the graphs. When they are triggered by the graphs
themselves, they behave like chemical reactions that combine molecules or break them apart.

These three mechanisms can be combined in various ways. Messages passed from node to node may be processed by
procedures attached to those nodes, and graph transformations may also be triggered by messages that appear at some of
the nodes.

The simplest networks with attached procedures are dataflow graphs, which contain passive nodes that hold data and
active nodes that take data from input nodes and send results to output nodes. Petri nets are considered as the most
widely-used formalism that combines marker passing with procedures.

E. Learning networks

Learning networks build or extend their representations by acquiring knowledge from examples. The new knowledge
may change the old network by adding and deleting nodes and arcs or by modifying numerical values, called weights,
associated with the nodes and arcs. A learning system, natural or artificial, responds to new information by modifying its
internal representations in a way that enables the system to respond more effectively to its environment. A learning
system, natural or artificial, responds to new information by modifying its internal representations in a way that enables
the system to respond more effectively to its environment. Systems that use network representations can modify the
networks in three ways:

1) Rote memory: The simplest form of learning is to convert the new information to a network and add it without
any further changes to the current network.

2) Changing weights: Some networks have numbers, called weights, associated with the nodes and arcs. In an
implicational network, for example, those weights might represent probabilities, and each occurrence of the
same type of network would increase the estimated probability of its recurrence.

3) Restructuring: The most complex form of learning makes fundamental changes to the structure of the network
itself. Since the number and kinds of structural changes are unlimited, the study and classification of
restructuring methods is the most difficult, but potentially the most rewarding if good methods can be found.

Systems that learn by rote or by changing weights can be used by themselves, but systems that learn by restructuring the
network typically use one or both of the other methods as aids to restructuring. Neural nets are a widely-used technique
for learning by changing the weights assigned to the nodes or arcs of a network.

F. Hybrid networks

Hybrid networks combine two or more of the previous techniques, either in a single network or in separate but closely
interacting networks. Conceptual graphs, for example, include a definitional component for defining types and an
assertion component that uses the types in graphs that assert propositions. The most widely used hybrid of multiple
network notations is the Unified Modeling Language (UML). Although UML is not usually called a semantic network,
its notations can be classified according to the categories of semantic networks discussed in this research.

5 SEMANTIC NETWORK EVALUATION

As we saw so far, Semantic networks are characterized by a high representational and expressive power, which is why
they constitute a powerful and adaptable method of representing knowledge. In particular, semantic networks present
some advantages that can be summarized as follows. Many different types of entities can be represented in Semantic
Networks. SN is easy to visualize. Semantic Networks provide a graphical view of the problem space. So they allow an
easy way to explore the problem space and therefore they are relatively easy to understand. They can be used as a
common communication tool between different fields of knowledge, e.g., between computer science and anthropology.
Efficient in space requirements; objects represented only once, relationships handled by pointers. Semantic Networks
provide a way to create clusters of related elements. They resonate with the ways in which people process information.
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They are a more natural representation than logic (using meaning axioms). They are characterized by a higher cognitive
adequacy than logic-based formalisms. Semantic Networks allow the use of efficient inference algorithms (graph
algorithms). They have a higher expressiveness than logic (e.g., they allow properties overriding). They allow us to
structure the knowledge to reflect the structure of that part of the world, which is being represented. There are very
powerful representational possibilities as a result of “is a” and “is a part of” inheritance hierarchies. The semantics, i.e.
real world meanings, are clearly identifiable. They can accommodate a hierarchy of default values They can be used to
represent events and natural language sentences. Knowledge engineers can easily define the relationship. Scalable and
modular structure i.e. easy to build and maintain. Formal definitions of semantic networks have been developed.
Simplicity, naturalness, and clarity

Semantic Network also has some limitations, which frequently lead to some epistemological problems. First, a distinction
between classes and individuals does not exist. The system is limited by the user’s understanding of the meanings of the
links in a semantic network. As pointed out previously, links between nodes are not all alike in function or form.
Indeed, we need to differentiate between links that constitute some relationship and links that are structural in nature. As
shown in figurel, the link “is-a” behaves in two different ways: between the nodes “Tom” and “cat” it specifies an
instance of a cat; instead, between the nodes “cat” and “living being” it specifies a category, a hierarchy [7].

(" Tom Ny _lsa ( cat \)—|s—a ’: i';;:’;g;

W A

Figure 12: Example of a link used with different meanings

On the subtleties of the "is-a" link revealed even more distinctions in the uses of this link. A possible work-around to this
problem could be to specify in a more detailed way the name of the links, distinguishing between relational and structural
ones, as shown in figure 13. In this case we re-wrote the link between the nodes “Tom” and “cat” as an “instance-of” link;
and the link between the nodes “cat” and “living being” as a “subtype-of” link.

I/,...--
Il\w. Tom ~ \a e '\.\J?Ei ng/'/

N instance-of ~7 T subtype-of ~ ving
) 7 cat\:l type-of 7 jiving ™

Figure 13: Removing ambiguity from a link

Second, SN lacks a link name standard [6]. Third, there are no standards about node and arc values [4]. Forth, there is no
internal structure of nodes [8]. Fifth, binary relation is easy to represent, however, sometimes it is difficult. For example:
the sentence “John causes trouble to the party” [6].

what

Figure 14: Binary relation in semantic network

Sixth, quantified statements are very hard to represent by Semantic net [6] for example: "Every dog has bitten a
postman” and "Every dog has bitten every postman”. The solution to this problem could by using Partitioned semantic
networks to represent quantified statements. Moreover, negation "John does not go fishing" and disjunction "John eats
pizza or fish and chips" produce discrepancies. Seventh, the context of a word is not clear, as if a node is labeled "Table,"
for example [6], does it represent? A specific Table, The class of all Table, or The concept of a Table.

A distinction between attributes associated to a class and attributes inherited by the individuals of the class does not exist
[7]. A formal semantic does not exist, so there is not an agreed-upon notion of what a given representational structure
means. Indeed, semantic networks do tend to rely upon the procedures that manipulate them. A solution to this problem
could be using conceptual graphs, formalism for knowledge representation, or a knowledge representation system such as
KL-ONE, which allows overcoming semantic indistinctness in semantic network representation [7].

Inheritance particularly from multiple sources and when exceptions in inheritance are wanted can cause problems [8].
Difficult implementation of some operations, and difficult control of the inheritance, to solve this problem, Nisenbowm
[12] proposes an algebraic method.

No easy way to represent heuristic information [8]. Search may lead to combinatorial explosion especially for queries
with negative results [2]. There is much formalism under the name semantic networks with different expressive
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capabilities but always with a formal reasoning model. So, a formal semantic model for reasoning is necessary. A more
structured formalism is necessary. Poor representation of arbitrary relations exists; Insufficient expressiveness; and
unclear semantics.

6 PARTITIONED SEMANTIC NET

The semantic net can be divided into two more networks. The semantic net is to be partitioned to separate the various
nodes and arcs in to units and each unit is known as spaces. Using partitioned semantic net user can define the existence
of the entity. One space is assigned to every node and arc and all nodes and arcs lying in the same space are
distinguishable from those of other spaces. Nodes and arcs of different spaces may be linked, but the linkage must pass
through the boundaries, which separate one space from another. The central idea of partitioning is to allow groups, nodes
and arcs to be bundled together into units called spaces. Every node and every arc of a network belongs to one or more
spaces. Universal and existential quantifier can be represent by the Partitioning semantic net Partitioning semantic nets
can be used to delimit the scopes of quantified variables [2], [6]. While working with quantified statements, it will be
help full to represent the pieces of information consist some event. Suppose that we wish to make a specific statement
about a dog, Danny, who has bitten a postman, Peter: "Danny the dog bit Peter the postman". Hendrix’s Partitioned
network would express this statement as an ordinary semantic network:

patient

Figure 15: Partitioned Semantic Net

Suppose that we now want to look at the statement: "Every dog has bitten a postman™. Hendrix partitioned semantic
network now comprises two partitions SA and S1. Node G is an instance of the special class of general statements about

the world comprising link statement, form, and one universal quantifier v

form

Figure 16: Represents Partitioned Semantic Net for Quantifiers

Suppose that we now want to look at the statement: "Every dog has bitten every postman™.

form

Figure 17: Represents Partitioned Semantic Net for Quantifiers

Suppose that we now want to look at the statement: "Every dog in town has bitten the postman".

form

Figure 18: Represents Partitioned Semantic Net for Quantifiers
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7 CONCLUSION

There are various knowledge representation techniques in Al. Semantic net is commonly used KR technique that
represents the connection between objects or class of objects. It is a directed graph in which nodes / vertices represent the
objects/ class of objects and edges and links (unidirectional) represent the semantic relations between the objects.
Semantic net are used to represent the inheritable knowledge. Inheritance is most useful form of inference. Semantic nets
have some advantage such as simplicity, naturalness. However, they have some disadvantages as poor representation of
arbitrary relations, difficult implementation of some operations, and difficult control of inheritance. All KR techniques
have their own semantics, structure as well as different control mechanism and power. Combination of two or more
representation technique may be used for making the system more efficient and improving the knowledge representation.
So, in the future we are trying to build the intelligent system that can learn itself by the query and have a power full
mechanism for representation and inference. The aim is to take the advantage of the semantic net and another knowledge
representation technique under one umbrella.
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Abstract—Case-Based Reasoning (CBR) is a problem-solving paradigm that solves a new problem by remembering a previous
similar situation and by reusing the information and knowledge of that situation. A Case-Based Reasoning (CBR) tool is
software that can be used to develop several applications that require case-based reasoning methodology. However, large
volumes of information can make it a complex task to gain useful insight from historic datasets. This paper gives background
information about CBR software and introduces the most used CBR tools (CBR Shell, FreeCBR, JCOLIBRI, myCBR and
eXiTCBR). Then it introduces a comparative analysis study based on some determined factors that affect the CBR software
including noisy data or missing values in the cases. Finally, an evaluation of the retrieving phase of each software is introduced.
The process of Natural Language Generation for a Conversational Agent translates some semantic language to its surface form
expressed in natural language Case Based Reasoning technique show which is easily extensible and adaptable to multiple
domains and languages, that generates coherent phrases and produces a natural outcome in the context of a Conversational
Agent that maintains a dialogue with the user.

Keywords: - Artificial Intelligence, Case-Based Reasoning, Natural Language.

1 INTRODUCTION

The Al Engine is the core of the Personality Forge. It uses both Natural Language Processing (NLP) and Case-Based
Reasoning (CBR) which are two philosophies of artificial intelligence which had previously not been mixed (to my
knowledge). In Natural Language Processing, sentences are parsed and broken down to reveal the structure of the
sentence and information about individual words and their relation to other words in the sentence. In Case-Based
Reasoning, sentences are searched for keyphrases which trigger pre-programmed responses. The Al Engine does both- it
first breaks down the sentences using NLP into their most basic elements, finds relationships between those elements,
finds the meaning of individual words, and then passes all this information forward to the keyphrase, or CBR section.
Responses are matched against both specific and broad categories of statements, and then the response is constructed
using both the bot's own original words and a wealth of information available from the other chatter's message and
memories of the other chatter. The Personality Forge's own scripting language, AlScript, takes this flexibility even
further by providing the ability to create if-statements and responses based on memories, emotion, sex, time, and date.

Case-based Reasoning is an emerging field in Artificial intelligence. It is mostly used in problem solving in the
artificial intelligence applications. Case-based reasoning is an approach which utilizes the experience gained from
solving past problems [1]. This approach maintains all information of past-solved problems, where this experience is
stored as a case. The collection of all these past cases is stored in the form of case-base. There are various factors which
define the efficiency of this approach [2]. The major factor is the number of past experiences stored in a case base. The
new problem should be identified in term of the experience of the problems faced before. The new upcoming problem is
considered as a new case. The strategy of finding a similar case for the new problem under investigation stored in the
case base is another major factor of defining the efficiency of the case-based reasoning approach. The evaluation of the
selected case and indexing of the suggested case for future use are other factors that define the performance of case-based
reasoning system.

Case-based reasoning has many advantages over other reasoning approaches such as rule based reasoning [5]. This
reasoning approach bears a resemblance to human reasoning. It provides the facility of taking the decision such as human
beings take decision in real time. Case-based reasoning is a machine learning mechanism as the solutions of precedent
problems faced are stored in the case base. This approach learns from both success & failure of solutions of the previous
problems. These past experiences are being reused for solving the coming problems. The process of knowledge
acquisition is easily handled in this approach. But in the case of other reasoning approaches, the knowledge acquisition
process is not so simple & alsocostly. The other major advantages of this approach over the other reasoning approaches
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are the worth of the solution. In the revise phase of case-based reasoning approach, the proposed solution is revised
according constraints of the problem. Then the proposed solution is repaired according to constraints. It is also modified
for fulfilling the constraints of the problem. This phase of case-based reasoning boosts the excellence of the solutions &
extends the effectiveness of this approach. The errors of the previous solutions do not propagate in the future of
problem’s solutions [5]. It can also be applied in those domains where the information about problems is incomplete &
insufficient for finding the adequate rules or algorithms to solve them.

After this introduction, a theoretical background is illustrated in section 2. Section 3 introduces a brief description of
each software used in this paper. The section 5 introduces a comparative study after testing and comparing the CBR
applications. The conclusion andfuture workareintroduced in section 7..

2 THEORETICALBACKGROUND

Case-Based Reasoning (CBR) is a problem-solving paradigm that solves a new problem by remembering a previous
similar situation and by reusing information and knowledge of that situation [1]. More specifically, CBR uses a database
of problems to resolve new problems. The database can be built through the knowledge Engineering (KE) process or it
can be collected from previous cases.

In a problem-solving system, each case would describe a problem and a solution to that problem. The reasoning engine
solves new problems by adapting relevant cases from the library [3]. Moreover, CBR can learn from previous
experiences. When a problem is solved, the case-based reasoning can add the problem description and the solution to the
case library. The new case that in general represented as a pair <problem, solution> becomes immediately available and
can be considered as a new piece of knowledge.

According to Doyle et al. [4], Case-Based Reasoning is different from other Artificial Intelligence approaches in the
following ways:Traditional Al approaches rely on general knowledge of a problem domain and tend to solve problems
on a first-principle while CBR systems solve new problems by utilizing specific knowledge of past experiences.

CBR supports incremental, sustained learning. After CBR solves a problem, it will make the problem available for future
problems. The CBR Cycle can be represented by a schematic cycle, as shown in Figure 1. First phase is the retrieve
phase, which identifies features via noticing the feature values of a case, initially match a list of possible candidates and
select the best match from the cases[7].

Second phase is the reuse phase, where the difference between the new and the old case is determined by copying the old
case and adapting by transforming or reusing the old solution. The third phase is the revise phase, if the solution from the
last phase is incorrect, then this solution must be evaluated in a real environment setting and the errors/flaws of the
solution must be found if the solution was evaluated badly.Finally, the Retain phase which incorporates the lesson
learned from the problem-solving experience into the existing knowledge by extracting or indexing. By extracting we
mean if the problem was solved using an old case, the system can build a new case or generalize an old case. By indexing
we mean via deciding what types of indexes can be used in the future by integrating and modifying the indexing of
existing cases afterthe experience.

Problem

+ I RETRIEVE —{
MNeow Case Cases I

Learned Casea Lo Case
— Base

Z-I’“HTIJJ‘
N,
mwcma

v

[ Tested | REVISE =
repaired Case Solved Case
Confirmed Suggested
Solution Solution

Figure 1: Case-based reasoning

There are three main types of CBR that differ significantly from one another concerning case representation and
reasoning. The first one is called Structural in which a common structured vocabulary is developed, i.e. ontology. The
second is textual in such way cases are represented as free text, i.e. strings. The third is the Conversational CBR in which
a case is represented through a list of questions that vary from one case to another; knowledge is contained in customer /
agent conversations [5].

During the past twenty years, many CBR applications have been developed, ranging from prototypical applications
built in research labs to large-scale fielded applications developed by commercial companies[6].

The common application areas of CBR include help-desk and customer service, recommender systems in electronic
commerce, knowledge and experience management, medical applications and applications in image processing,
applications in law, technical diagnosis, design, planning and applications in the computer games and music domain [6].
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CBR shells are kinds of application generators with graphical user interface. Nonprogrammer users can use them but
the extension or integration of new components in these tools are not possible.

There is a clear difference between a CBR application and a CBR shell. A CBR application is a direct implementation
of CBR methodology to a specific domain problem in order to solve this problem. On the other hand, a CBR shell is an
application that enables developers to develop a CBR application.

3 CBR SOFTWARE
This section introduces a brief description of each software used in this paper.

TABLE |
CBR SOFTWARE USED

CBR Author
Shell
CBR Shell | AlAI, Stuart Aitken
FreeCBR | Lars Johanson
JCOLIBRI | University Complutense Madrid, GAIA group
myCBR German Research Center for Artificial Intelligence
eXiTCBR | University of Girona

A. CBR Shell

The AIAI CBR [8] Shell is a generic tool for case-based reasoning. The tool performs classification based on case
comparison. The parameters of the algorithm can be varied: the number of nearest neighbors considered can be specified,
the weights can be set manually, or the weights can be optimized by genetic algorithm. The accuracy of the algorithm is
measured by a leave-one-out evaluation.

The data must be in comma-delimited form, where a newline delimits a case. The first line of the case base must
contain the name of the key file, the second states the goal field. The key file defines the type of matching that is done on
each field in each case. The matching types include:

e Num-numerical comparison by evaluating the ratio of 2 numbers
e  Stringexact-string comparison (equality test)
e  Trigram-comparison of strings/sentences/paragraphs by trigram matching

Figure 2 shows a sample screen shots of the application while testing a sample case base.

(Case-based Reasoning Shell
AU CBR |’ HAI Controls ” Al Optimiser ‘ Case-based Reasoning Shell

AAI CBR | AAl Controls | AAl Optimiser

(®) K-NN Retrieval || Threshold Retrieval Genetic Algorithm Weight Optimiser

K5 Threshold (%) Ho.Cases: No.Fields:

Ho.Ch bo
Weights: ® Flat () Key ()GA () Custom 0 LATOMOSOmeEs
Mutation Rate (%) |0.05
Word Length (bits)|2
Wapping 007102040

Generation:
Max Fitness:
Mean Fitness:

| Step ” Run H Stop ” Reset |

Load H Quit Load H Quit

Figure 2: CBR shell GUI interface

B. FreeCBR

FreeCBRJ[9] is a free open source Java implementation of a Case Based Reasoning tool. Cases are stored as text cases;
each case is a set of features. Each case consists of a predefined set of features. It finds the closest match among cases in
a case set. The closestmatch is calculated using weighted Euclidian distance, Normal Distance algorithm, and
Logarithmic Distance algorithm. It only supports selection and retrieval phases.

Author details must not show any professional title (e.g. Managing Director), any academic title (e.g. Dr.) or any
membership of any professional organization (e.g. Senior Member IEEE).
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Figure 3: FreeCBR

C. jCOLIBRI

JCOLIBRI [10] is a framework for developing various CBR applications. It is Java-based and uses JavaBeans
technology for case representation and automatic generation of user interfaces.

JCOLIBRI supports full CBR cycle. At Retrieve stage, the nearest N cases are retrieved and there are 5 retrieval
strategies, 7 selection methods and over 30 kinds of similarity functions (SF) in the spheres of text formatting and
ontology. At the Refusal stage, several methods for adaptation are available (direct proportion) and also in ontology. At
Revise stage, methods for revision of cases are realized, as well methods for new indexes (IDs) generation and methods
for decision making (preference elicitation). At Retain stage, there are methods for query retaining as a new case. The
maintenance algorithms such as RENN, BBNR, etc. are also supported. jCOLIBRI allows retrieval form clustered and
indexed case bases and submits program interfaces (connectors) to access text and XML files, as well standard and DL
(descriptive logic) data bases. These interfaces can be used for diagnostic systems databases access. All CBR cases can
be represented graphically. There are lots of CBR applications, developed on JCOLIBRI base: additional shells (abstract
levels) for distributed CBR systems, statistical CBR systems, multiagent supervisor systems [10, 11,12], systems for text
files classification, and a lot of CBR recommender systems intended to trip, car type or restaurant choice, and other of
discrete-event type. Figure 4 shows a sample screen shot of JCOLIBRI

®= Case Desig I@ Case Bass ,m Similariby £2 @ Template E f&% System Edi :p Databaseci 5 Plain Texk .
L=

Config File: |5|m|lalitycr:nmig_>-cml | =# Create Similarity Funt.l;iuﬁ| | myCBRProject

Attribute

similarity Functiomn Weight

¥ = Description Jcolibri.method.retrieve.NNretrieval.similarity.global. Average
2 Body similarity. BodyFunc 0.75
= ccm similarity. CCMFune o020
E carCode jcolibrimethod retrieve NNretrieval similarity local Equal 0.00
2 color similarity.tax 0.75
E Doors similarity.DoorsFunc 0.40
= Gas similarity.GasFunc 0.20
2 Manufackurer similarity.ManufacturerFunc 1.00
2 miles similarity.milesFunc 0.40
£ model similarity.mModelFunc 0.75
BV pawer similarity. PowerFunc L2
E Price similarity.Price Func .00
El Speed similarity.SpeedFunc 020
E Year similarity.YearFunc o.20
E Zip jcolibri.method.retrieve.MNretrieval.similarity.local. Equal 0.00

D. myCBR

myCBR [13] is an open-source similarity-based retrieval tool and software development kit (SDK). The framework
my CBR supports description of cases with various attributes: numeric, character and string, logical, class type, etc. The

Figure 4:jCOLIBRI GUI

templates of the cases are generated as classes or subclasses with a number of attributes, called slots (Figure 5b).
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Figure 5: a:myCBR case base, b: Editing the local similarity function viaGUI

The CBR Cases are objects of the class described by its attributes. Each attribute can participate in the class with its
value and weight that determine the significance of the attribute in relation to others. Attributes with weight of zero (0)
are not considered when searching the case-base DB.

Usually, case decisions have attributes with zero weight. In myCBR are given the opportunity to edit the similarity
functions (SF) on class level (global SF) and on an attribute level (local SF). At the class level the SF are: weighted sum,
Euclidean difference, maximum or minimum. On attribute level, the SF can be modified through the GUI, as shown in
the middle of Figure 5a and they can be symmetrical, asymmetrical, step-type or smooth step-type, linear or polynomial.

In myCBR the case and their attributes can be created manually or automatically. The automatic generation of
attributes (slots) is done during the import procedure of the Comma Separated Value (CSV) file. Then to each column
name from the CSV file is assigned an attribute with the same name. To each row of the file the new case (instance of the
class) is created in the case-base DB.

E. eXiTCBR

eXiTCBR [14] is a case-based reasoning tool developed at the eXiT research group of the University of Girona. It
goes beyond pure CBR prototyping and aims to support experimentation.

The eXiTCBR framework was designed to bring together CBR methods currently used in medical applications and
data mining and visualization techniques that can be plugged into it. eXiTCBR also facilitates the incorporation of new
techniques, if required.

eXiTCBR architecture follows a modular approach based on the different phases in a CBR system. Each CBR step is
implemented as generic class. When a new method is required but not provided in the system, it can be assembled as a
particular instance of a generic class. When other techniques need to be integrated or hybridized, the corresponding
executable codes should also be included.

Input file Requirements:[15]
- First row: description of the attributes
- Second row: short name of the attributes, in a single word
- Third row: attribute type:
0: discrete (as Nause, LumbarPain, Urine, Micturition, Burning)
1: numeric (as Temp)
2: text
-1: do not take into account (as identifier, or the classes).
-Fourth row: attribute weight
- First Column: case identifier. There should be a different identifier for all of the cases
- Class attribute: it should be numeric (0-positive, 1-negative, or the other way around). In the example,
Inflammatory is a diagnosis (class attribute), as well as nephritis.
- No empty lines at the end of the file
- Decimal numbers expressed with dots (39.0). Do not use dots for thousands.
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-Current eXITCBR version provides support for the first two steps.

In selection the retrieved cases, the selection methods select the best cases from with the solution of a new case is
provided at the reuse phase. The selection methods available are the following:

e SelectlK. The best / most similar case will only be used.

e  Select NK. The N best similar cases will be used.

e Select Threshold. The cases close to the new case will be used. “Close” is modeled by a threshold that needs to
be specified at the right box. Use this option as a first attempt to use the tool, indicating in the right box 0.7 this
option illustrates in a nice way the plots that result after running the experiment.

e Null. No method is applied. All the cases are used.
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Figure 6: eXiTCBR CBR

4 COMPARATIVE STUDY

This section introduces a comparative study after testing and comparing the CBR applications mentioned previously in
table 1 using the same case base.

The case base used for testing the previously mentioned software obtained from the UC Irvine Machine Learning
Repository, which contains details for 1000 cases for used cars [16].

A B C D E F G H | J K L M N
1 |CarCode Manufacturer Model Body Price  Color Year Miles Doors |~ Power Gas Speed ccm e
2 2 bmw 325td sedan 28693 dark_red = 1995 66474 4 115 diesel 203 2500 8
3 3 bmw 320i coupe 33299 dark_red 1995 31802 2 150  gasoline 241 3200 7
4 4 bmw 540i station_wagon 87499 dark_green 1937 9374 5 285  pgasoline 252 4000 1
5 5 bmw 520i station_wagon 43599 black 1996 32292 5 150  pgasoline 183 2000 9
6 6 bmw 316i fastback 25599 dark_red = 1995 53714 2 102 gasoline 183 1600 6
7 7 bmw 523i station_wagon 55599 gray 1597 11230 5 170 gasoline 157 2300 0
8 8 bmw 318i coupe 39099 light_gray 1996 12428 2 115  gasoline 183 1800 5
g 9 bmw 318i sedan 30399 dark_gray 1995 43979 4 115  gasoline 183 1800 6
10 10 bmw 318i sedan 16493 light_gray = 1995 120039 4 115  gasoline 183 1800 6
n 11 mercedes-benz e_230 station_wagon 58699  yellow 1997 17742 5 204 pgasoline 213 2300 8
12 12 audi ad_1.9_tdi station_wagon 31899 dark_green 1934 36304 5 110 diesel 173 1500 8
13 13 bmw 525tds station_wagon 34899  white 1995 65071 5 142 diesel 203 2500 0
14 14 mercedes-benz c_200 station_wagon 14599  violet 1995 143011 5 136  gasoline 183 2000 5
15 15 mercedes-benz e 430 sedan 41439 blue 1994 105427 4 278 pgasoline 252 4300 1
16 16 bmw 325tds sedan 41899 turquoise = 1936 25976 4 142 diesel 203 2500 7
17 17 W passat sedan 22099 dark_blue 1995 71433 4 90 diesel 183 1500 6
13 18 mercedes-benz e_300_diesel station_wagon 46799 light_gray 1935 44746 5 176 diesel 224 3000 1
19 19 W golf convertible 13099 red 1994 41044 2 100  gasoline 183 1800 8
20 20 W passat sedan 13093 green 1995 139492 4 110 diesel 183 1500 2

Figure 7: Case-base snapshot

There are a number of major concerns when studying case-based reasoning approach. These major concerns are listed
below:

What is the structure of the cases?

What are the selection strategies for finding similar cases?
How is the case being retrieved?

How is the selected case being revised?

How is the suggested case being stored in case base?

How is the suggested case being indexed for faster access?
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e How to deal with noisy data or missing values?

According to the previous mentioned points, a comparative study between the CBR software mentioned previously in
table 1 in section 3 is done. Next paragraphs describe the effect of each factor to each CBR software respectively.

After applying the same query to all CBR software, the researcher has discovered the following: CBR Shell, very simple
interface, the retrieval can use KNN or Threshold and weights can be specified manually, it uses genetic algorithm for
optimization, no case revised and cases are stored in custom text files, no case indexing.

FreeCBR has a very simple GUI interface, find the "closest” match of the stored cases, the closest match is calculated
using weighted Euclid distance. FreeCBR finds the closest match among cases in a case set. Each case consists of a
predefined set of features. The features are defined by a name and a data type where the data type may
be String, MultiString, Float, Int and Bool.

jColibri has a very simple and powerful GUI, it represents cases in a very simple way. jColibri allows retrieving cases
using a SQL query and then it organizes cases after they load into memory and the case can be graphically presented.

There are a number of case retrieval algorithms applicable in case based reasoning. These algorithms are based on the
similarity metric that allows resemblance between cases stored in case base. The nearest neighbor retrieval algorithm &
induction retrieval algorithms are two chief algorithms used in this process. Nearest-neighbor retrievalis a
straightforward approach that computes the similarity between relevant cases found through indexing. The case is elected
on worth of weighted computation of its feature. When the value of weighted calculation of its features is greater than
other cases, then meticulous case is elected from the case base.

JCOLIBRI can be used as a basis for complex CBR applications development with full CBR R4 cycle, using various
data bases. JCOLIBRI supports working with external Database and external sources.

myCBR has a simple GUI. The cases are very simple. They support only Retrieve and Retain phases. During the Retrieve
phase, all precedents are extracted. They are sorted by degree of similarity based on the chosen global SF. The Query to
the case-base DB could be done on the basis of all or part of the attributes, describing the case.

myCBR does not work with external DB. It stores the cases in text file or in XML file. That's way it cannot support the
case indexation and categorization. The case cannot be graphically presented in the GUI, but it is possible to present the
distribution of values of a selected attribute for all cases in the database.

No interfaces to external systems and DB are available in myCBR. It is valid regarding the interfaces to real-time or
diagnostic systems. On Retain phase, myCBR allows saving the Query as a new case, also to use an old case as a basis
for new Query. MyCBR s entirely based on GUI, providing a ready-windows templates and forms for defining classes,
attributes, SFs, queries to the case-base DB, visualization of found results and more.

myCBR platform can be used for non-complex CBR applications development with partial CBR R4 cycle and with small
number of cases in text file. For CBR application development, no time for programming is needed but it is needed only
for case configuration. MyCBR is not suitable to be applied with large number of attributes with text solution, especially
when they must be visually presented in one window. Table 2 summarizes the comparisons between the selected CBR
software.

Concerning the missing data and unknown values in the case base software, CBR Shell, FreeCBR, and eXiTCBR can’t
load the case base if modified or edited with removing values as shown in figure 8. myCBR handles this type of noise by
adding two extra values (_unknown_ and _undefined ) to an attribute as shown in figure 9.

o= FreeCBR = =

File Case Feature Help

Message E

'0' Unable to open CBR file "OData Profile'.Decktopi carsfreechr ™.

Figure 8: FreeCBR and missing values
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Figure 9::myCBR and missing values

As an addition to the comparative study, it must be taken in consideration the evaluation of each software, using some
statistical measures like precision, recall, and F-Measure.Precision is the probability that a retrieved case is relevant,
Recall is the probability that a relevant case is retrieved in a search, and F-Measure is the harmonic mean of recall and
precision together which appeared in table 2.

Table 2 also shows a statistical view after applying the same query to the five CBR softwares. The results show that the
highest accuracy reached and the number of cases retrieved and matched through the jCOLIBRI followed by myCBR,
FreeCBR,CBR Shell and eXiTCBR respectively.

TABLE 2
CBR SHELL COMPARISION

CBR | Case | Selec- Case Case Case Case | Graphi | Dealing | Correct | Pre | Rec F- | Accur
Shell | Stru | tionstra | retrie | revised | stora- | index | cal User with Match | cisio | all | Mea | acy
ctur | te-gies val ge ed Interfac | uncerta Cases n sure

e e(GUI) | indata
CBR | Text | distance | Two Manual | Text No Very Can’t 70 0.66 | 0.7 0.68 | 0.703
Shell | -ual method | metho simple handle 6 2
ds GUI
KNN
Thres
hold
Free | Text | weighte | Simpl | Manual | Text No Simple Can’t 81 0.76 | 0.81 | 0.78 | 0.813
CBR | -ual d Euclid | e and easy | handle 4 6
distance | match but
ing limited
jCOL | Xml | Similari | method | Automa | CSV Yes Simple Handle | 99 0.93 | 0.99 | 0.96 | 0.994
IBRI | /text | -tyfunc- | K-NN. | tic XML and as null 3 1
tions Thresh power-
old, ful
Ontolo
griyxtua Use
I, wizard
OpenN to
LP and simplify
GATE
Recom
mender
myC | Obje | similarit | Query | Manual No user can | Handle | 93 0.90 | 0.93 | 091 | 0.934
BR ct y model Csv customi | as 2 6
function XML ze the _unkno
S GUl and | wn_or
handle _undefi
most of | ned_
things
eXiT | Cust | distance | Simpl | Manual | Text No Very Can’t 61 0.60 | 0.61 | 0.60 | 0.613
CBR | om method | e simple, | handle 3 6
CSV | or Query no
similarit | ing options
y
measure
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5 CONCLUSIONS

This paper introduces a comparison among most common used CBR software. It also mentions the advantages and
disadvantages of each software. Moreover, this paper applies the same case base to the five CBR software to compare
and evaluate the results using the predetermined factors and calculating Precision, Recall ,F-Measure and Accuracy for
each one. As a conclusion CBR, Free CBR and eXit CBR are very simple software including simple GUI and only
include the selection and retrieval of similar cases using traditional techniques. On the other hand, both myCBR and
JCOLIBRI are more complex and can be used for complex CBR. myCBR interfaces over matches jCOLIBRI's and
provides more options as weights and Similarity functions, type modification of attributes and cases. This is of great
importance for query adjustment and refining the case base.There should be a new technique to improve the CBR process,
which needs to be developed and tested. The new idea is to use a semantic approach to store and retrieve cases with
added meta-data to the cases itself to help in measuring similarity instead of the traditional techniques.
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Abstract- This The lack of a visualized representation for standard Arabic Sign Language (ArSL) makes it difficult to do
something as commonplace as looking up an unknown word in a dictionary. The majority of printed dictionaries organize
ArSL signs (represented in drawings or pictures) based on their nearest Arabic translation; so unless one already knows the
meaning of a sign, dictionary look-up is not a simple proposition. In this paper we introduce the ASL database, a large and
expanding public dataset containing video sequences of thousands of distinct ArSL signs. This dataset is being created as part
of a project to develop an Arabic sign language translator. At the same time, the dataset can be useful for benchmarking a
variety of computer vision and machine learning methods designed for learning and/or indexing a large number of visual
classes especially approaches for analyzing gestures and human communication.

Key words: Arabic Sign Language (ARSL), Arabic Sign Language Database, Database Benchmark.

1 INTRODUCTION

Arabic Sign language is different in each Arab region or/and country with many dialects. This difference gives the
difficulty of communicating and dealing between deaf people in different Arabian countries. A need appeared to unify
Arabic sign language in all Arabian countries. This derived the Council of Arab Ministers of Social Affairs (CAMSA) to
take a decision of developing a unified Arab sign language dictionary and publish it to all countries, in an attempt to help
Arab deaf people to have a common language in addition to their local language [1]. This dictionary is mostly used in
education and in common communication such as sign language interpreters in television. Arabic sign language like
other known sign languages depends on three basic factors that are used to represent the manual features: hand shape,
hand location and orientation. In addition to the non-manual features that are related to head, face, eyes, eyebrows,
shoulders and facial expression like puffed checks and mouth pattern movements. ASL is limited to represent nouns,
adjectives and verbs. Prepositions and adverbs are represented in the context of articulation by specifying locations,
orientations and movement. Intensifiers represented by iteration [1]. Signs forming and sequencing in the articulation, are
done depending on the Arabic sign language grammar and rules.

Arabic sign languages (ARSLS) are still in their developmental stages. Only in recent years has there been an awareness
of the existence of communities consisting of individuals with disabilities; the Deaf are not an exception. Arab Deaf
communities are almost closed ones. Interaction between a Deaf community and a hearing one is minimal and is
basically concentrated around families with deaf members, relatives of the deaf, and sometimes play friends and
professionals [2]. As in other communities, communication with a deaf person is polarized within such circles. This
situation has led to the emergence of many local means of sign communication. Until recently, such signs have not been
gathered or codified. Signs are starting to spread, forming acknowledged sign languages. By and large, the view held vis-
a-vis disability, including hearing, in the Arab society is still one of accommodation rather than assimilation [2].

Sign languages all over the world are not a new invention. They existed on par with the spoken languages. Their
invention cannot be attributed to any person. Rather, they developed naturally just as other verbal languages. Similarly,
ARSLs have been developing naturally. In their “‘natural context,”” ARSLs developed as in-dependent systems of
communication. They are not interpretations of standard Arabic or spoken vernaculars [2].

2 ARABIC SIGN LANGUAGE

ARSLs share many similarities and manifest certain features of difference. After all, this is true for all languages;
indeed, trace features of universality can be traced among the sign languages of the world. Basically, ARSLs developed
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independently, although some have benefited from the pioneer experience of the others. The possible sources of ARSLs
could be traced to the following:

e Borrowings, especially European and American.
Creations, which are initialization of conceptual signs usually by gestural repertoire of spoken varieties.
Miming actions, shapes, and things in nature.
Expanding means, such as compounding and blending.
““Dumb’’ regional signs, which are basically signs inherited over centuries, used by ‘‘mute’” people, and of a
local nature.

Finger spelling is fairly new and is mostly a combination of creation and miming source. It is used to spell out proper
nouns and words that do not have sign correspondence. Finger spelling, however, is not used to read out or communicate
the standard form of Arabic. Therefore, there is no ‘“manual Arabic’’ yet; perhaps such form of signed standard Arabic
might develop if the deaf are to be educated through sign language and if need arises to have a signed Arabic that
corresponds to the standard. Further, there has been no attempt so far to write down ARSLs (sign writing). ASL, for
example, has established writing systems, but these have not been widely used to record ASL literature; however, there is
a large body of ASL literature available in movies, videotapes, and compact disks [3].

Arabic, on the other hand, has a considerable body of signed literature mainly in movies, TV series, and news bulletins;
this body has been neither recorded nor utilized for the development of Arabic sign vernaculars.

Arabic sign languages are not particularly different from other known sign languages, such as BSL. In fact, the Arabic
varieties in use have undergone some lexical influence from other sign languages [4]. ARSLs are basically manual
languages made from cheremes that involve the three recognized elements: configuration of hands (hand shape),
placement/space (position of hand in relation to body), and movement (directions and contacts within space). In addition
to these manual shapes, ARSLs make use of other non-manual features, like those of the face, mouth, and tongue.

Arabic sign languages also exhibit similar forms to other established sign languages, such as links between form and
meaning that may be iconic, pictorial, conventional, or arbitrary [5]. Arabic sign languages’ word correspondence (i.e.,
signs) is limited to two basic classes, nouns/adjectives and verbs, and lacks, unlike standard Arabic, many of the particles
(e.g., prepositions and some adverbs or intensifiers). However, the relationships and concepts represented by prepositions
and intensifiers, for example, can be expressed by other means. This could be done by the position and direction of one
sign in relation to another in the case of prepositions and by repetition of sign regarding intensifier [6]. Other vocabulary
items can be explained under the following categories: synosigns, antosigns, homosigns, and compounds.

e Synosigns: usually two different signs with one meaning are not common in ARSLs. However, they do exist
and mostly evolve as a result of shifting from one sign to another, and when the first sign is not totally
abandoned, the two signs continue to coexist for some time until one, usually the second, dominates. Examples
from Jordanian Sign Language are girl and rich.

e Antosigns: The type of antosigns present in ARSLSs is mostly complementary pairs, which is different only in
one element: movement. This makes an to signs in sign language different from antonyms in spoken languages,
in which the sounds and meaning are different

e Homosigns: Arabic sign languages use some homo-signs. There is no difficulty in understanding the referential
meaning of such signs, which is usually clear from the context

e Compounds: A very important method to expand vocabulary is through compounding. This is also true for sign
languages, including Arabic. Whenever two signs can give the meaning of another concept when combined,
they are employed to do so, especially in developing sign languages such as those of Arabic. Indeed, it is much
easier to understand a concept in relation to another rather than to invent one; consider these examples: dentist,
internist, vet, and dream.

Avrabic sign languages are similar to other sign languages of the world in that they are basically spatial-gestural

languages. This makes it difficult to compare sign languages with their spoken counter-parts; Arabic in this regard is

not an exception. As a matter of fact, many concepts used to describe spoken languages are inadequate for the

description of sign languages. Nevertheless, inevitably, one system should be mapped practically into the other.
Generally, ARSLs do not follow the same order of their spoken or written counterparts. Usually, a reversed order is used.
This is because sign languages are highly schematized and indeed more pragmatic than the spoken ones. In Arabic,
emphasis is given to content signs, those representing nouns and verbs. The nominal “‘sentence’’ is usually made up from
a subject and a predicate, such as ““she/he deaf *” [6]. And, unlike spoken and written varieties, there is no singular, dual,
or plural agreement in ARSLSs.
Signed sentences, on the other hand, do not make use of tense/aspect as in spoken and written varieties. Tense is simply
and practically used. Past, present, and future times are indicated at beginnings of conversation chunks and only shifted
when there is need to indicate a different tense (e.g., worked). Negatives and interrogatives have more than one way of
expression. While in some cases non manual gestures are important (e.g., raised eyebrows, head and shoulders leaning
forward, signed question mark), in other cases signs are used, for instance, “‘red not’’.
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As for other grammatical features like emphasis and adverb position, emphasis is done by repetition, longer signing time,
and facial expressions and dramatization; adverbs are explained manually, by one hand’s position in relation to the other.
Other features, such as passivization, declension, and indeclension, are nonexistent. Conditional expressions, sentence
boundaries, and turn taking are usually achieved by non-manual features of facial expressions and context.

Sign languages show greater link between form and meaning than spoken languages [5]. Arabic word order is so flexible
that it allows for one meaning to be expressed in different formal structures, such as V-S-O (verb-subject-object), S-V-0O,
O-V-S, V-0-S. This makes the structure of ARSLs familiar, especially to hearing learners, and easily comprehensible to
the uneducated (most deaf people in the Arab countries are) because of their grammatical simplicity, which does not exist
in standard Arabic. All this in my opinion makes sign language in general and Arabic in particular more ‘‘pragmatic’’
than the spoken varieties of language, which adds to the advantages of sign language more than is customary. This
measurement and others are deliberate, using specifications that anticipate your paper as one part of the entire
proceedings, and not as an independent document. Please do not revise any of the current designations.

3 RELATED WORK

For evaluation and benchmarking of automatic sign language recognition, large corpora are needed. Recent research has
focused mainly on isolated sign language recognition methods using video sequences that have been recorded under lab
conditions using special hardware like data gloves. Such databases have often consisted generally of only one speaker
and thus have been speaker-dependent, and have had only small vocabularies. Most databases used in sign language
processing so far do not provide or include what is important for the evaluation of sign language processing algorithms.
The National Center for Sign Language and Gesture Resources at Boston University has published an expanding
database of American Sign Language (ASL). Dreuw and colleagues from the RWTH Aachen University created several
subsets for the evaluation of isolated and continuous sign language recognition: RWTH-BOSTON-50 [7, 8],
RWTHBOSTON- 104 [9], and the new RWTH-BOSTON-400.

The new RWTH-BOSTON-400 is the largest publicly available benchmark corpus for video-based continuous sign
language recognition. It contains 843 sentences, several speakers, and separate splits for training, development, and
testing of automatic sign language recognition systems.

The RWTH-BOSTON-400 database is created from a subset of the larger data set available through Boston University.
The BU ASL corpus has been used previously in evaluation of computer vision and pattern recognition methods,
including detection of head gestures [10], recognition of facial expressions [11], hand tracking and recognition of hand
shapes and movements [12, 13, 14].

The National Center for Sign Language and Gesture Resources (NCSLGR) at Boston University has been engaged in the
collection of ASL data (including sets of individual utterances, narratives, and dialogues) from Deaf native signers.

The NCSLGR makes available high-quality video files showing the signing from multiple angles, including a close-up of
the face, in a variety of video formats, along with linguistic annotations that have been carried out in conjunction with the
American Sign Language Linguistic Research Project (ASLLRP) at Boston University, using Sign Stream [15, 16].

4  ARSL DATABASE BENCHMARK

This benchmark database is being created as part of a project to develop an Arabic sign language translator. This project
aims to provide a credible tool of communication between the deaf sector and the community. The first milestone in the
project is to build a national digital database for standard Arabic sign language.
The Standard Arabic sign language dictionary can be categorized in 27 categories of words. The number of signs is: 1216
signs including the alphabets and numerical. Four sign language experts have captured the complete dictionary and two
different experts have reviewed the signs validity. The four sign experts are deliberately picked as: two are a left-handed
person and the other are a right-handed. For each captured person:

e Videos are captured from 4 different angles (Fig. 1).

e Recording signs’ videos using different viewing angles (0, 270 then 315, 225).We recorded videos of 5, 10, 30

and 50 frames per second. The recording has been done for 2 different persons; each sign is recorded 3 times.
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Figure 1: The word (one) captured by different orientation angles.

This concludes the database size as: 4*(1216*4) = 19,456 signs videos. The facial expressions represent a major non-
ignorable key feature in identifying the meaning. (Ex: divorce and marriage have the same hand signs but differ in the
facial expressions). A study has been conducted on the captured signs database conclude that nearly 72% of the signs
mainly depend on facial expressions and body language to deliver the right meaning to the recipient .
The database benchmark has several orientations:

e  The performance benchmark.

e The data validity benchmark.

e The data variation and generalization benchmark.
The formal Arabic sign language dictionary approved by the league of Arab states is used to build Arabic sign language
database .In order to validate the created database; a survey was conducted with a sample of 80 deaf students who were
participating in the various user studies. The sample of deaf people is chosen from 4 different certified NGOs with
different levels of education.
The main objective of interface development is to ease the access of the required video(s) or sign of a specific word. The
Database Access Interface is implemented in ASP.Net and runs in any modern browser. As discussed before, the
procedure of building ASL at Boston University is used to build our database. The Interface provides high-quality video
files showing the signing from multiple signers, multiple angles, including a close-up of the face, different lighting
conditions,
in a variety of video formats as shown in figure 2. Summary of the number of recorded videos available in the interface
with different acquisition techniques is outlined in table 1.
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Figure 2: Different samples of the database with multiple signers, positions and lighting conditions

TABLE 1
NUMBER OF RECORDED VIDEOS FOR EACH SIGNERS AND DIFFERENT RECORDING CONDITIONS
Signer 1 Signer 2 Signer 3 Signer 4
Number of Videos 1216 1216 1216 1216
Top-Side orientation 1216 1216 1216 1216
45-135 degrees 1216 1216 1216 1216
Close up face 980 682 733 822
Body Only 1216 720 1216 1216
Normal Lighting 1216 1216 1216 1216
Low Lighting 912 941 891 951
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In addition, the interface provides with linguistic annotations that have been carried out in XML format. The interface
allows users to query the data (or some user-specified subset of the data) in search of specific signs (or types of signs,
e.g. finger-spelled signs), non-manual behaviors, or combinations thereof, while facilitating transfer of video files and
annotations from the web site to the user’s computer without the need of third-party software.

The annotations are available as XML files. Video files are available in a variety of formats that offer different trade-offs
between file size and video quality. The original, uncompressed video sequences have resolution of 600x800 pixels, and
were recorded at 60 frames per second. Grayscale and color cameras were used for recording the sequences. Each
sequence was captured simultaneously by multiple (two to four) synchronized cameras: one or two cameras showing a
front view of the upper body of the signer, one camera zooming in on the face from the front, and in many cases a camera
showing the signer’s upper body from the side. Calibration sequences are available for most of the recording sessions.
The calibration sequences show a chessboard-like calibration pattern at a variety of 3D orientations, as seen from
multiple cameras.

5 CONCLUSIONS

The In this paper, we described the recording of a new sign language corpus which meets the requirements for an Arabic
sign language translator. The database is based on a vocabulary of 1216 basic signs in Arabic sign language and
comprises 531 sentences each articulated by 4 different signers. The whole database will be made available for interested
researchers in order to establish the first benchmark. The currently extracted features produce good recognition
performance for a single trained signer. The experimental results reveal that they are robust enough for signer-
independent sign language recognition.
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Abstract—This paper presents a long distance continuous language model (LM) based on a latent semantic analysis (LSA). In
the LSA framework, the word-document co-occurrence matrix is commonly used to tell how many times a word occurs in a
certain document. Also, the word-word co-occurrence matrix is used in many previous studies. In this research, we introduce a
different representation for the text corpus, this by proposing long-distance word co-occurrence matrices. These matrices to
represent the long range co-occurrences between different words on different distances in the corpus. By applying LSA to
these matrices, words in the vocabulary are moved to the continuous vector space. In the LSA space, we represent each word
with a continuous vector that keeps the word order and position in the sentences; this may help to attack the long-range
dependencies problem occurs in many LMs. The word continuous vector is constructed by concatenating the reduced
continuous vectors for that word from each projection matrix. We use tied-mixture HMM modeling (TM-HMM) to robustly
estimate the LM parameters and word probabilities. Experiments on Giga Words corpus show improvements in the perplexity
results compared to the conventional n-gram.

1 INTRODUCTION

A language model (LM) plays an important role in automatic speech recognition systems (ASR). It determines how
likely a word sequence would occur in terms of probability. In other words, the LM task is to estimates the
probabilityP (W)for a given word sequence W = wy, w,, ..., wy. Together with the acoustic model, LM has been used to
reduce the acoustic search space and resolve acoustic ambiguity. Without it, ASR systems would not understand the
language and it would be hard to find the correct word sequence.

N-gram model[1], [2],[3] is the most frequently used LM technique in all types of natural language processing, speech
recognition and machine translation applications. There are several factors contributing to this reality. First, n-gram
models are easy to build; all it requires is a plain text. Second, the computational overhead to build an n-gram model is
virtually negligible given the amount of typically used data in many applications. Last, n-gram models are fast to use
during decoding as it does not require any computation other than a table look-up. It defines the probability of an ordered
sequence of n words by using an independence assumption that each word depends only on the last n-1 words. In case of
trigram (n=3), the probability for the word sequence W = wy, wy, ..., wy is:

N
PorigramW) = | [ POiIwi_p, i) o
i=1

In spite of this success, the n-gram suffers from some major problems. One of the key problems in n-gram modeling is
the inherent data sparseness of real training data. If the training corpus is not large enough, many actually possible word
successions may not be well observed, leading to many extremely small probabilities. This is a serious problem and
frequently occurs in many LMs. Assigning all strings a nonzero probability helps prevent errors in speech recognition.

A technique called smoothing is partially solved the problem by ensuring that some probabilities are greater than zero for
words which do not occur or occur with very low frequency in the training corpus. The basic idea of smoothing
techniques is to subtract probability mass from the relative frequent seen events and distribute it to the unseen events.
Smoothing methods can be categorized according to how the probability mass is subtracted (discounting) and how it is
redistributed (back-off)[4], [5], [6], [7].[8].[9], [10].

Another way to avoid data sparseness problem is by mapping words into classes which is called a class-based LM,

resulting a LM with less parameters. Class-based LM gives for infrequent words more confidence by relying on other
more frequent words in the same class. The simplest class-based LM is known as class-based n-gram LM[11]. A
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common way to improve a class-based n-gram LM is by combining it with a word-based n-gram LM using interpolation
method[12], [13]. Another approach is using a class-based n-gram LM to predict the unseen events, while the seen events
are predicted by a word-based n-gram LM. This method is known as word-to-class back-off[14].

In addition to the data sparseness problem, the n-gram also suffers from the adaptability problem[15]. N-gram language
model adaptation (to new domain, speaker, and genre) is very difficult using a relatively small amount of data, simply
because of the huge number of parameters, for which large amount of adaptation data is required. The typical practice for
this problem is to collect data in the target domain and build a domain specific language model. The domain specific
language model is then interpolated with a generic language model trained on a larger domain independent data to
achieve robustness[16].

Based on the Markov assumption, the word-based n-gram LMs are very powerful in modeling short-range dependencies
but weak in modeling long-range dependencies, this because it uses only short-range dependencies and does not care
about the long-range information. Many attempts were made to capture long-range dependencies. The cache-based
LM[17] used a longer word history (window) to increase the probability of re-occurring words. Then there was a trigger-
based LMJ18], a generalization of the cache-based model. In this model, related words can increase the probability of the
word that we are trying to predict. However, the training process (finding related word pairs) is computationally
expensive. There are also n-gram variants known as skip n-gram LM[19], [5] that tries to skip over some intermediate
words in the context, or a variable-length n-gram LM[20] that uses extra context if it is considered to be more predictive.

Based on the n-gram problems that are briefly introduced above, several studies are introduced to build LMs in the
continuous parameter space. This may help to overcome the data sparseness, adaptability, and long range dependencies
problems of the conventional n-gram LM. In the continuous space, the words are treated as vectors of real numbers rather
than of discrete entities. As a result, long-term semantic relationships between the words could be quantified and can be
integrated into the model.

Bellegarda et al[21], [22], [23]. introduced latent semantic analysis (LSA) to language modeling. The concept of LSA
was first introduced by Deerwester et al[24]. for information retrieval. It maps words into a semantic space where two
semantically related words are placed close to each other. Recently, LSA has been successfully used in language
modeling to map discrete word into continuous vector space (LSA space). Bellegarda combines the global constraint
given by LSA with the local constraint of n-gram language model. The same approach is used in[25], [26], [27], [28],
[29], [30] but using neural network (NN) as an estimator. Gaussian mixture model (GMM) could also be trained on this
LSA space[15]. Also, the tied-mixture LM (TMLM) is proposed in the LSA space[16]. Context dependent class (CDC)
LM using word co-occurrence matrix is proposed in[31]. Instead of a word-document matrix, a word-phrase co-
occurrence matrix is used in [32]as a representation of a corpus.

To apply the LSA, the text corpus must be represented by a mathematical entity called matrix. LSA is usually used
together with the word-document matrix[33] to represent the corpus. Its cell contains the frequency of how many times a
word occurs in a certain document in the corpus. Also, the word-word co-occurrence matrix is used in some previous
studies; its cell a;; contains the frequency of word sequence w;w; in the corpus.

We introduce a LM in the continuous parameter space based on LSA by proposing a different representation for the text
corpus and taking into consideration the long range dependencies between words. We represent the text corpus by
creating long-distance word co-occurrence matrices. These matrices represent the co-occurrences between different
words on different distances in the corpus. And then applying the LSA to each one of these matrices separately. A tied-
mixture HMM model is trained on the LSA results to estimate the LM parameters and word probabilities in the
continuous vector space.

2 CONTINUOUS SPACE LANGUAGE MODELING

The concept of language modeling in continuous space is introduced in several studies before as discussed above. The
underlying idea of this approach is to attack the data sparseness, adaptability, and long range dependencies problems of
the conventional n-gram models by performing the language model probability estimation in a continuous space. In the
continuous space, words are not treated as discrete entities but rather vectors of real numbers.

Thus, what we need to build a continuous space LM is: a mapping from the discrete word space to a representation in the
continuous parameter space in the form of vectors of real numbers, and then training a statistical parametric model
(classifier) which decides the next word given the mapped history in the resulting space.

As a result, long-term semantic relationships between the words could be quantified and can be integrated into the model,
where in the continuous space we hope that there is some form of distance of similarity between histories such that
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histories not observed in the data for some word are smoothed by similar observed histories. This help to attack the data
sparseness issue discussed above for n-gram LMs.

By moving to the continuous space, we can cast the language modeling problem as an acoustic modeling problem in
speech recognition. In the acoustic modeling, large models can be efficiently adapted using a few utterances by
exploiting the inherit structure in the model by techniques like maximum likelihood linear regression (MLLR)[34]. So,
we can re-call the acoustic modeling adaptation tools to adapt language models in the continuous space. This addresses
the adaptability issue discussed above for n-gram LMs[15], [16].

In this study we propose a method to address the long range dependencies issue discussed above for the n-gram LMs, in
addition to the data sparseness and adaptability problems as well.

3 LATENT SEMANTIC ANALYSIS

LSA is a study that mainly aims to reveal the hidden meaning behind the text. It is also able to represent the text in a low-
dimension of continuous space.

The concept of LSA was first introduced by Deerwester et al.[24]for information retrieval. Since then there has been an
explosion of research and application involving LSA. It was brought to the field of LM for ASR by Bellegarda et al.[21]
LSA extracts semantic relations from a corpus, and maps them to a low dimension vector space. The discrete indexed
words are projected into LSA space by applying singular value decomposition (SVD) to a matrix that representing a
corpus.

The first step is to represent the text as a matrix in which each row stands for a unique word and each column stands for a
text passage or other context. Each cell contains the frequency with which the word of its row appears in the passage
denoted by its column. In the original LSA, the representation matrix is a term-document co-occurrence matrix.

Next, LSA applies singular value decomposition (SVD) to the matrix. In SVD, a rectangular matrix is decomposed into
the product of three other matrices. One component matrix describes the original row entities as vectors of derived
orthogonal factor values, another describes the original column entities in the same way, and the third is a diagonal
matrix containing scaling values such that when the three components are matrix-multiplied, the original matrix is
reconstructed. For a matrix C with M x N dimension, SVD decomposes the matrix Cas follows:

C ~USVT )

Where U is a left singular matrix with row vectors and dimensionM X R, the matrix U is corresponding with the rows of
matrix C. Sis a diagonal matrix of singular values with dimension R X R. Vis a right singular matrix with row vectors and
dimension N x R, the matrix V is corresponding with the columns of matrix C. Ris the order of the decomposition and
R « min (M, N).These LSA matrices are then used to project the words into the reduced R-dimension LSA continuous
vector space. In case of a term-document matrix used as a representation matrix, matrix U contains information about
words while matrix Vcontains information about the documents. So, the matrix U is used to project words in the LSA
space.

Assume we have a vocabulary of size V, each word {i 1 < i < V} can be represented by an indicator discrete vector w;
having one at the i*" position and zero in all other V — 1 positions. This vector can be mapped to a lower dimension
Rvector u;, using a projection matrix A of dimension V x R according to the following equation:

Uu; = ATW,: (3)

In other words, a continuous vector for word w; is represented by the it" row vector of matrix A. So each word w; has a
continuous representation vector u;.

Based on the word mapping in Equation 3, each history h consists of a set of N — 1 words for an n-gram can be
represented as a concatenation of the appropriate mapped words. The history vectors are of dimensionR(N —1).
According to this mapping for word histories h, we can train a statistical parametric model on these histories continuous
vectors and build a model to estimate the word probabilities p(w|h)in the continuous LSA space.
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4 PROPOSED LONG-DISTANCE MATRICES
LSA starts from representing the corpus through a mathematical entity called a representation matrix. In the original LSA,
the used representation matrix is a term-document co-occurrence matrix, where its cell C(wj, d;) contains co-occurrence
frequency of word w; in documentd;. In[15], [16], [31], the word-word co-occurrence matrix is used to represent the
corpus, where each cell C(wi,wj) denotes the counts for which word w; follow word w; in the corpus.

In this study, we propose a representation for the corpus using many word-word co-occurrence matrices, where each
matrix will represent the co-occurrence relation between each word and the previous words on different distances in the
corpus as we will show below.

The distance-one word co-occurrence matrix is a matrix representation where each row represents a current wordw;, and
each column represents the 15¢ preceding word w;_, as illustrated by Fig. 1. Each cell C(wi,wj) is a co-occurrence
frequency of word sequence wjw;. This is a square matrix with dimension V x V, where V is the vocabulary size. It
represents the co-occurrence relations between each word and the first preceding words to that word appeared in the
COrpus.

15t prceding word

€11 Ciz 0 C1j 0 Cpyp
C1 Cpp 0 Cpjf = Cyy

c=\|. ] " | Current word
Ci1 Ciz =+ G 0 Ciy

lcvl Cyz 0 Cyj CV‘UJ
Figure 1: Distance-One Word Co-occurrence Matrix

The distance-two word co-occurrence matrix is a matrix representation where each row represents a current word w;, and
each column represents the 2" preceding word w;_, as illustrated by Fig. 2. Each cell C(wi,wj) is a co-occurrence
frequency when the word w; occurs as the 214 preceding word of word w;. This is a square matrix with dimension V x V,

where V is the vocabulary size. It represents the co-occurrence relations between each word and the 29 preceding words
to that word appeared in the corpus. And the same for distance-three matrix and so on.

2™ prceding word

[Cn Ciz 0 €5 0 Cyy
€21 Cpp 0 Cpj v Cyy
C = "1 Current word
lcii ¢ = oy o cwl
J
[Cvl Coz 0 Cyj 0 Gy

Figure 2: Distance-Two Word Co-occurrence Matrix

By using these long-distance co-occurrence representation matrices, we hope to collect more information about each
word and its relation with the previous words in the corpus on different distances; this may help to attack the long-
dependencies problem of the conventional n-gram model. These matrices are large, but very sparse ones. Because of their
large size and sparsity, we can apply the second step of LSA, by making SVD to each one of them separately to produce
a reduced-rank approximation to each matrix of them.

Before proceeding in the SVD step, the entries of the co-occurrence matrices are smoothed according to Equation 4, this
because the co-occurrence matrices typically contain a small number of high frequency events and a large number of less

frequent events, and the SVD derives a compact approximation of the co-occurrence matrix that is optimal in the least
square sense, it best models these high frequency events, which may not be the most informative[16].

C(Wi, Wj) = log(C(wi,wj) + 1) 4)

Based on the SVD results from Equation 2, we construct a projection matrix A of dimension V x R corresponding to each
word co-occurrence matrix by using the left singular matrix U, and the diagonal matrix S of the SVD results as follows:

Ayxr = UyxrSpxr 5)
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Now, we have a projection matrix A for each constructed long-distance word co-occurrence matrix. For example, if we
create distance-one, distance-two, and distance-three word co-occurrences matrices then after the SVD for each one of
them, we will have three projection related matrices. We can map the discrete word vector w; {i 1 <i < V}into the
continuous space using Equation 3 to get a word vector u; in the continuous space for each word from each projection
matrix A.

As a result from the previous step, we have more than one mapped continuous vector u; for each word w;, then we
concatenate these continuous vectors of each word to construct the final word vector that uniquely represent the word in
the LSA continuous vector space. The final word vector will contain information about the relation of the word with the
previous words appeared on different distances in the corpus. In the next section, we introduce the tied-mixture model
used to estimate the word probabilities using these word vectors in the continuous space.

5 EXPERIMENTS

Two primary metric used to evaluate the language model is perplexity (PP) on test data as defined by the following
equation:

PP = 2—%1082 PL(W) (6)

Minimizing perplexity means maximizing the log-likelihood function. Although perplexity is not always agree with
word-error rate[37], but it is the first approximation towards better language model. It tells how many word choices
during the recognition process. Small number of word choices will make speech recognition system easier to choose the
correct word.

As a baseline, a statistical bigram language model using Modified Kneser-Ney smoothing has been built using SRILM
toolkit[38], which is referred to as Word-2gr. -The language model data has about 85K sentences comprising about 2M
words. The vocabulary size is 91K words. First, we limit the construction of TMMs for words that occur 100 times or
more, so we ended up in 2800 words including the beginning sentence and end sentence symbols. We mapped all the
remaining words into one class, a sort of filter or unknown word, so the vocabulary size become 2801 words from the
original 91K vocabulary.

The normal tied-mixture language model (TMLM) is trained by constructing the word co-occurrence matrix of
dimensions 2801 x 2801. Each element C(wi,wj) in the co-occurrence matrix is smoothed using Equation4. Singular
value decomposition (SVD) is performed on the resulting smoothed co-occurrence matrix. The SVDLIBC toolkit[40]
with Lanczos method is used to compute the 50 (R=50) highest singular values and their corresponding singular vectors
for the smoothed co-occurrence matrix. The resulting singular vectors are used to construct the projection to a 50-
dimensional space. Each word in the vocabulary is represented by a vector of size 50. In another words, each bigram
history is represented by a vector of size 50 representing that word. Then a TM-HMM is built and trained.

The proposed long-distance tied-mixture model (LD-TMM) with max distance (D=5) is trained as follows: we construct
distance-one, distance-two, distance-three, distance-four, and distance-five word co-occurrence matrices, these are sparse
matrices each of dimensions 2801 x 2801. Each element C(w;,w;) in each co-occurrence matrix is smoothed using
Equation 4. Singular value decomposition (SVD) is performed on each of the resulting smoothed co-occurrence matrices.
The SVDLIBC toolkit with Lanczos method is used to compute the 10 (R=10) highest singular values and their
corresponding singular vectors for each smoothed co-occurrence matrix. The resulting singular vectors of each matrix are
used to construct the projection to a 10-dimensional space. Each word in the vocabulary is represented by a vector of size
50, this by concatenating the five word vectors of size 10 resulting from the SVD step for the five co-occurrence matrices.
In another words, each bigram history is represented by a vector of size 50 representing that word. Thus, a document can
be represented by a sequence of 50-dimensional vectors corresponding to the history of each of its constituent words.
Then a TM-HMM is built and trained.

For the TMLM and LD-TMLM, we use the HTK toolkit[39] for building and training the TMM-HMM model, and the
total number of the shared Gaussian densities (Gaussians pool) used is set to 200. Also, when calculating the TMM score,
the TMM likelihood probability generated by the model is divided by 40 to balance its dynamic range with that of the n-
gram model.

Table 1 shows the log probabilities and perplexity results for: the baseline word bigram (Word-2gr) with Modified
Kneser-Ney smoothing, the normal TMLM, the proposed long-distance trigram TMM (LD-TMM) with max distance
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(D=5), and an interpolation between the baseline bigram and the proposed LD-TMM. The interpolated LM uses uniform
weights. These results for the same 53 reference sentences (3677 words) used in the rescoring results before.

TABLE 2
LANGUAGE MODELS PERPLEXITY RESULTS
Language Model (LM) Log prob. Perplexity(PP)
Word-2gr -6264.47 47.80
TMLM -1474.40 2.48
LD-TMLM (D=5) -1026.57 1.88
Word-2gr + LD-TMM (D=5) | -3645.52 9.50

The first two rows in the table show the perplexity of the baseline bigram (Word-2gr) model and the perplexity of the
tied-mixture continuous language model (TMLM), where the perplexity of the baseline Word-2gr model is 47.80 and the
perplexity of the TMLM is 2.48. The continuous TMLM shows improvement in the perplexity results over the baseline
Word-2gr model. The third row in the table shows that the proposed LD-TMLM (D=5) improves the perplexity to 1.88.
An interpolation between the baseline bigram (Word-2gr) and the proposed LD-TMM (D=5) using uniform weights
improves the perplexity results to 9.50 compared to the perplexity results of the baseline bigram (Word-2gr) model.

6 CONCLUSION

In this paper, we first point out the problems and drawbacks of the widely used n-gram language model. We have
proposed a different representation for the text corpus, this by constructing more than one word-co-occurrence matrix
that cover long distance dependencies between different words in the corpus. Also, we introduced a continuous space
language model based on LSA using these matrices. We used the tied-mixture HMM modeling to robustly estimate
model parameters. The proposed corpus representation may help to address the n-gram drawbacks in the continuous
vector space. Our initial experimental results validated the proposed approach with encouraging results compared to the
traditional n-gram LM.
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ARABIC PARTS OF SPEECH
Towards The Arabic Morphological Analyzers Evaluation in Spot of Tammam Hassan’s Approach
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Amr25@hotmail.com

Abstract: This paper proposes to evaluate the Arabic Morphological Analyzers analysis to the
part of speech in spot of Tammam Hassan’s Approach. Paper offers some of the facts which
think are essential in the language technologies, then describes the Arabic morphological system
props, indicating the importance of the speech division and the need of the language
technologies to the normative division, explaining the Arabic grammarians and number of
Arabic morphological analyzers approach in the division of speech, pointing out the most
important characteristic, finally, the paper proposes a number of recommendations in this
context.
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Abstract— This paper focuses mainly on building rule-based Arabic part of speech tagger (APOS) which is a major component
in higher-level analysis of text corpora. Before building the tagger some steps have to be taken. The first step is to compile
representative corpus that represents the modern Standard Arabic (MSA). Suggesting new tag sets is one of the most
important steps. Collecting Arabic rules from different Arabic grammatical books and handling these rules to be suitable for
MSA. The purpose of building a POS tagger is to assign part of speech tags automatically to words reflecting their syntactic
category. The final stage is designing the APOS to disambiguate Arabic words. Its output can also be used in many NLP
applications, such as: Speech synthesis, Spelling correction, searching large text databases, information extraction, Question
Answering, Speech Recognition, Text-to-speech conversion, Machine Translation, Grammar Correction and many more. It is
also one of the main tools needed to develop any language corpus. The evaluation stage of the APOS tagger contributes 84%.

1 INTRODUCTION

Natural Language Processing (NLP) is a research discipline related to artificial intelligence, linguistics, philosophy, and
psychology. The aim of this discipline is building systems that are capable of understanding and interpreting the
computational mechanisms of natural languages.

Part-of-speech tagging (POS tagging or POST) disambiguation, is the process of automatic tags assignment of words in a
text according to the word features and its relationship with the adjacent and related words in a phrase, sentence, or
paragraph; the word in context®. Fig. 1 shows an example of POST for words of the sentence “the girl kissed the boy on
the cheek”:

WORDS
- N TAGS
) /f the \\ )
f.._- ‘.’11' s ﬂ-—-m\\.

Ir'l kissed :ﬁ—_—_k—_,__? N \
|| the ”};.e—a__ \1
bov—
/
t&\ t“ﬂ;—ﬁ—#_'_jfé\&m DET  /
\\,‘ chee7i"; \\u/
N ,
\“‘\«______/

Figure 1: POST for the sentence “the girl kissed the boy on the cheek”

There are three general approaches to deal with tagging: first is the rule-based approach where there are fundamentals
that any system depends upon such as dictionary or lexicon to obtain all the possible tags for every word and a set of
hand-written rules to identify the correct tag from the multiple choices of tags for each word. Then, the linguistic rules
are analyzed in order to disambiguate words. Second, the statistical approach which belongs to the mainstream approach
in natural language processing and computational linguistics including POST, syntactic parsing, semantic interpretation,
lexical acquisition, machine translation, information retrieval, and also in language learning such as automatic grammar
induction and syntactic or semantic word clustering [1]. Third, the transformation-based learning (TBL) approach which
allows having linguistic knowledge in a readable form, because it is a rule-based algorithm for automatic POST by
transforming from one linguistic level to another using transformation rules in order to find the suitable tag for each
word. It consists of algorithms, and rules and processing®. In probabilistic approaches only few tags are possible for any

! http://en.wikipedia.org/wiki/Part-of-speech_tagging
2 http://en.wikipedia.org/wiki/Brill_tagger
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given word; the list of tags can be found in the lexicon. Contextual rules that define the valid sequences of tags which
permit choosing the correct tag from the local context [2].

There are three approaches to deal with the tagging problem: Rule-based approach: consists of developing a knowledge
base of rules written by linguists to define precisely how and where to assign the various POS tags. Statistical approach:
consists of building a trainable model and to use previously-tagged corpus to estimate its parameters. Hybrid approach:
Consists in combining rule-based approach with a statistical one. Most of the recent study uses this approach as it gives
better results [3].

In what follows, section 2 presents some Arabic taggers and analyzers such as Arabic Part-of-Speech Tagger (APT),
ASVM Tagger Tag set, Statistical Arabic Part-of-Speech Tagger (APOS), RDI Arab tagger (ArabMorpho), MAPSSeman
Lite PoS Tagger, and Alkhalil Morhphological analyzer (Alkhalil Morpho Sys). Section 3 describes the levels of building
APOS tagger which included suggesting new tag sets, data preparation, and designing APOS tagger. Conclusions and
results are presented in section 4.

2 SOME ARABIC TAGGERS AND ANALYZERS

A Part-Of-Speech Tagger (POS Tagger) is software that reads text in some language and assigns parts of speech to each
word as well as any other token®.

A. Arabic Part-of-Speech Tagger (APT)

APT was built by Shereen Khoja; it was developed using a combination of both statistical and rule-based techniques
since hybrid taggers seem to produce the highest accuracy rates. The APT Tag sets were 131 derived from the Arabic
grammatical tradition rather than from an Indo-European based Tag sets, the reason for this is that Arabic is a very
different language from Indo-European languages [4]. These parts-of-speech are further sub-categorized into more
detailed parts-of-speech which collectively cover the whole of the Arabic language [5].

However, there are some disadvantages that have appeared; the transliteration of the tagger has no vowels to differentiate
between the pronunciations of words such as “ksrna ,b_~S we broke”. The tags are treated as one compound without
separating its components such as “VPPI2MJ”. There is no differentiation between “taa marbuta” and “taa maftuha """
such as “mdrst  “4.,x” which is pronounced as “<w 2", The initial version of the lexicon contains all the corpus
words without removing any clitics. Finally, the tags in APT tag sets are insufficient does not provide full description of
the language [6].

B. ASVM Tagger Tag set

ASVM Tagger is based on a supervised machine learning technique which is Support Vector Machine (SVM)*, by Diab
M. et al. ASVM-POS system uses a compact tag set of simple RTS tags. RTS is the collapsed tags available in the Arabic
Treebank distribution, this collapsed tag set is a manually reduced form of the 135 morpho-syntactic tags created by
AraMorph, and a rule based morphological analyzer by Buckwalter. They consist of 24 tags, by adding definiteness,
number and gender information to enrich the number of tags; they comprise the ERTS tag set. ERTS tag set is comprised
of 75 tags, but only 57 tags are instantiated for the current system. It also reflects some of Modern Standard Arabic
morphological features [3]. The ASVM-POS tags each word with only a single tag specifying the word type as NN for
noun, VBD for Verb in past tense. It also separates each clitic (prefix or suffix) as a single token with separate tag [7].

C. Statistical Arabic Part-of-Speech Tagger (APOS)

Avrabic part-of-speech tagger (APOS) is the development that can be used for analyzing and annotating traditional Arabic
texts, especially the Quran text and relatively old books (from the third century Hijri) [8]. Moreover, this tagger is
responsible for assigning to each word the most appropriate morphological tag by using 13 tags: 3 subcategories of verbs,
6 subcategories of nouns, and 4 subcategories of particles with investigating the principle aspects of Arabic morphology
and grammar. It counts a total words of 21882 with a 3565 unique words ranged in more than 1600 sentences. Among
these counts, there are 10258 nouns, 2587 verbs, and 9037 particles.

® http://nlp.stanford.edu/software/tagger.shtml
* http://www.ldc.upenn.edu/myl/morph/buckwalter.html
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D. RDI Arab tagger (ArabMorpho)

RDI Arab tagger is based on long n-grams probability estimation in addition to powerful and efficient tree search
algorithms and search-based disambiguation technique. However, it does not have specific tags, for example, proper
nouns may be assigned to the same general tag “NN” and "NNS” for plural noun. r. RDI tag set consists of 62 tags. Each
word is tagged with multiple detailed tag vectors; these vectors represent some morphological features of this word such
as word type, gender, number, syntactic case and definiteness. Also, a word containing prefix or suffixes or both, is
tagged as a single word [7].

The Arabic POS tagging process are implemented in the following steps: 1) The Arabic strings sequence to be POS
tagged are morphologically analyzed and disambiguated in combinatorial manner using ArabMorpho®©. These results are
presented in a disambiguated quadruples sequence where each string is substituted by either one quadruple or a mark of
transliterated string. 2) For the prefix, pattern, and suffix morphemes of each quadruple in the sequence, the Arabic POS
labels; APOS (p) APOS (t:f) APOS(s) are retrieved from the Arabic lexical knowledge base. 3) The Arabic POS tags
vector of each word in the sequence is then composed using the formula:

APOS (w)=Concat(APOS(p), APOS(t:f), APOS(s)) (2)

Where the “Concat” function simply concatenates the POS sub vectors of the constituting morphemes after eliminating
any mutual redundancy among their tags.

E. MAPSSeman Lite PoS Tagger®

Kalmasoft's Deep PoS Tagger (MAPSSeman® Lite PoS Tagger) returns semi context-free solutions for each token using
comprehensive set of syntactic rules. It is designed to prepare Arabic corpus, since tagged corpus is more useful than an
untagged corpus, because it contains more information than in raw texts. Once a corpus is tagged, it can be used to
extract information. Then, this can be used for creating dictionaries and grammars for a language using real language
data. Tagged corpora are also useful for detailed quantitative analysis of texts. Unfortunately, this tagger is not available.

F. Buckwalter’s Morphological Analyzer (BAMA)

Tim Buckwalter Morphological analyzer uses a concatenative lexicon-driven approach where morphotactics and
orthographic rules are built directly into the lexicon itself instead of being specified in terms of general rules that interact
to realize the output [9].

In Buckwalter analyzer, Arabic words are segmented into prefix, stem and suffix strings®. Buckwalter
morphological analyzer has two versions:

The first is Buckwalter Arabic Morphological Analyzer Version 1.0. It was produced by Linguistic Data Consortium
(LDC) (2002); representing a stage of development somewhere between the Penn Arabic Treebank part 1 (the AFP
corpus) and the Penn Arabic Treebank part 2 (The Ummah Corpus). The Buckwalter Arabic Morphological Analyzer is
being used for POS-tagging a considerable amount of text data, and various orthographic anomalies have been observed
in the source text.

The data consists primarily of three Arabic-English lexicon files: prefixes (299 entries), suffixes (618 entries), and stems
(82,158 entries representing 38,600 lemmas). The lexicons are supplemented by three morphological compatibility tables
used for controlling prefix-stem combinations (1,648 entries), stem-suffix combinations (1,285 entries), and prefix-suffix
combinations (598 entries). The actual code for morphology analysis and POS tagging is contained in a Perl script’.

The second is Buckwalter Arabic Morphological Analyzer Version 2.0. This is the version that was used for
morphological annotation and POS tagging of the Penn Arabic tree bank part 3 (The Annahar Corpus). This release is
available only to LDC members.

The data consists primarily of three Arabic-English lexicon files: prefixes (548 entries), suffixes (906 entries), and stems
(78,839 entries representing 40,219 lemmas). The lexicons are supplemented by three morphological compatibility tables
used for controlling prefix-stem combinations (2,435 entries), stem-suffix combinations (1,612 entries), and prefix-suffix
combinations (1,138 entries). The actual code for morphology analysis and pos tagging is contained in a Perl script
(aramorph.pl). Sample input (infile.txt) and corresponding output file (outfile.xml) are provided®.

In this Tag set there is no distinction between categories and features for POS. The particle classification has no
attributes. He does not distinguish between attached pronouns or other clitics and inflection of the word (suffixes) [10].

® http://www.kalmasoft.com/index.htm

® http://www.ldc.upenn.edu/Catalog/docs/LDC2004L02/readme.txt

7 http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogld=L.DC2002L.49
8 http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogld=LDC2004L02
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G. Alkhalil Morhphological analyzer (Alkhalil Morpho Sys)

AlKhalil Morpho Sys could be considered as the best Arabic morphological system. Actually, AlKhalil won the first
position, among 13 Arabic morphological systems around the world, at a competition held by (astll 5 4u ll 4y el Aaaidll)
The Arab League Educational, Cultural and Scientific Organization (ALECSO) [12]. The system was developed in
collaboration with the Arab League Educational, Cultural and Scientific Organization (ALECSO) and King Abdul Aziz
City for Science and Technology (KACST).

For each given word, Alkhalil Morpho Sys enables the identification of all of the possible solutions associated with their
morphosyntactic features.

For nouns these features are as follows:

1)  For non derivable words, the system gives:

e Vocalization
e The proclitic and the enclitic associated whenever they exist,

2)  For derivable words, the system generally proposes several solutions. For each of these solutions, the system
displays:
e Vocalization
e The proclitic and the enclitic associated whenever they exist,
e  The nature of the noun:
+  Different verbal noun types (s sias ¢ lal jrad),
+ Active participle (Jelé aul),
+  Passive participle (Js=s aul).
¢ Time and place nouns.
+ Instrumental noun (4 au),
Al khalil also provides the concordance between proclitics and enclitics along with the output syntactic features:
e To check the concordance of the stem ultimate character’s diacritical short vowel (3x!_e¥) 43ll) with the proclitic
syntactic function, e.g., the prepositions “<" and “<"appear only with nouns in genitive case (s s sl ele),
e To check the concordance of the word nature with the enclitic, e.g., No concordance between the enclitic pronoun
“a8” and passive verbs.
+  Concordance of the hamza allography (s,1, ), <, or 3) in the system’s proposed solutions with that of the input
word, e.g., the hamza “5”cannot be followed by the short vowel kasra *::”
¢ Concordance of the vocalizations of the system’s proposed solutions with those that may exist in the input
word. (Manual reference).
¢ Of benefit to users, Open Source software is licensed so you can download and use the software free-of-
charge. The source code for this software is made available free-of-charge, you (or a programmer you hire)
can make changes to this software to better meet your needs, and you can release your changed code back to
the community passing the benefit on to other users”.

3 PLANNING TO BUILD APOS TAGGER

Arabic language processing (ALP) is a field of research in which many linguistic specialists are interested. Such interest
has increased with the written Arabic documents’ proliferation which is partly due to the Web popularization and the
increase of the means of communication in Arabic. Researchers achievements in the recent years, in this field have led to
a variety of important applications such as automatic indexing, information retrieval, machine translation, automatic
summarization, automatic word generation, syntactic analysis, morphological analysis, automatic vocalization, spell
checking and text analysis systems [11]. Furthermore, tagging is one of the important applications that has gone through
a lot of development. However, tagging is a challenging task. The degree of difficulty depends on the language under
consideration. In this research, Arabic is the language that is considered which is a highly inflected language. Arabic
language is morphologically quite regular; it includes very few irregular forms. Moreover, Arabic is highly inflectional
which leads to changes in the structure of the words in many cases; ultimately causing high degree of complexity of
tagging. The other problem is the lack of Arabic language resources such as corpora and tools.

Modern Standard Arabic (MSA) processing is highly affected by the missing diacritical which makes it more complex to
both syntactic and semantic analysis. That is due to the fact that diacritics reduce the number of possible classes for each
word.

However, most of the current written texts are without diacritics. Thus, the most appropriate solution is to remove the
diacritics for all the diacritized words of the corpus in order to uniform the data. Also, experimental results on
undiacritized Arabic were proven to be useful [2]. The Arabic word is composed of stem and affixation that indicate

® http://alkhalil.sourceforge.net/
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tense, gender and number. Clitics can also be attached to the beginning of the stem, end or both. Clitics are segments that
represent an independent syntactic role; mainly conjunctions, preposition and pronouns. Prepositions and conjunctions
are attached to beginning of the word while pronouns at the end [6]. Bar-Haim referred to each unit of the word that
represents an independent tag as segment [12].

A Suggested New POS Tag Set

Alkhalil analyzer is the best analyzer, although it has some problems with its database [13]. It has some limitations; it
does not provide POS tags in a format that is reusable. Neither does it fully differentiate between clitics and affixes nor it
detects proclitics or enclitics, but they are referred to either as prefix or suffix [14]. Accordingly the built tagger has
adopted Alkhalil Marphological analyzer tag sets with some editing to disambiguate the data that have been used to test
the built tagger.

This tag set is quite different from AlKhalil Sys tag sets in some points:

e Pronoun category is separated from the noun category, because the pronouns have different features from that of the
nouns. Most Arabic nouns are derived from trilateral lexical roots, and all the nouns that are derived from the same
root are clustered under that root entry in any Arabic or Arabic-English dictionary. However, some nouns have more
than one root. Also, Arabic nouns are usually derived from lexical roots through application of particular
morphological patterns [15].

e Adjective category is separated from the noun category, because an adjective modifies a noun by describing,
identifying, or quantifying words™. An adjective is preceded by the noun which it modifies'. It’s an attribute, a
characteristic, or a description originally refers to a continuing adjective. Adjective has specific patterns such as
“dafaal Jii”, “faala? +J3&”, “faalan e | “faala 1287, “fael Jx&” | “faela =2, and “fail J=d” | “faila 4l=xd”'2, As
shown in the following example:

Examples of Arabic sentences that contains adjectives:
e SIS 13
Ol ) el

In this tag set, Alkhalil’s tag set is further modified to be smaller and more inclusive, because, generally smaller tag sets

perform better on unknown words [16].
TABLE 1

FINAL MAIN POS TAG SET

Main POS A ALl POS Tag set
Tag set Aill Abbreviation
Noun il NOUN
Adjective ida ADJ
Verb = VERB
Pronoun s PRON
Particle 31 PART

The previous tag sets are decided according to EGALS recommendations.

Bhttp://www.writingcentre.uottawa.ca/hypergrammar/adjectve.html
“http://vww.reefnet.gov.sy/education/kafaf/Bohoth/Naet.htm
Lhttp://www.reefnet.gov.sy/education/kafaf/Bohoth/SefaMushabaha.htm
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B. Data Preparation

1)  Collecting data: The main task of compiling a corpus is collecting and editing texts13. This corpus was
collected in 2011 from different sources that represent Modern Standard Arabic (MSA) to be used in morphological
analysis process later. It was collected from three sources: Books, Net articles and Newspapers; every source consists of
four main classes of Dewey’s classification: Arts & recreation which contain Arts (CLA) and Sports (SPT), Social
sciences which contains Economic (ECN) and Politics (PLT), Religion (RLG), Social sciences (SCT) and Computer
science, information & general works and Miscellaneous (MSL) which contains all other sciences.

The whole collected data consists of approximately 534,266 words with 714 files distributed over the three sources;
218,810 words in 8 files of Books, 19,499 words in 8 files of Net Articles, and 295,957 words in 698 files of
Newspapers. As shown in the Fig. 1:

Source NO. OF FILES No. of words

BOOKS 3 218,810
NET

ARTICLES 8 19499
NEWSPAPERS 698 295,957

 TOTAL: T4 534,266

Figure 2: The corpus distribution with numbers

Presenting the repressiveness of a language variety through a set of linguistic samples is a controversial issue. The
discussion stems from the complexity found in defining representativeness itself and achieving that a fraction contains
the components which confer the representative nature of the whole [17].

2)  Building lexicon: The collected data was analyzed by AlKhalil morphological analyzer. Then, the researcher
extracted the distinct solutions and enhance them to be compatible with the new tag sets for building the lexicon. Fig. 3 is
an example of AlKhalil output:

g A :
OUTPUT dadl
ol o) Lklig o gaall Al INPUT
Suffix Pattern Type Stem Prefix

&Y pinl e pu] e g #
ity ] Jgade e gads #

- e ] o e
< e e ]| e g z
oY pid e o e g f

8 A t -
= e i - K]

fl ke an] "
ety ol Sl | #
" g ..:FIJ-P-'l,. Cla m
-Sad e i
R 0ol ol ciais 4
2l Jprda pudl] Claslne B
s Usela .»-“;; Cilain i
I J,l.la .«‘*-l:: et M
N - J}'_:w :h‘l o 4

Figure 3: An example of AlKhalil output

%2 https://www.uni-due.de/CP/compile_corpus.htm
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Fig. 4 is the example of the created lexicon after enhancement:

Word i TAG i
A VERB
5L NOUN_SUFF
g NOUN
sl NOUN
5kl NOUN_SUFF
WIRE NOUN_SUFF
oLl NOUN_SUFF
(i) PREF_VERB
Sl NOUN_SUFF
Agaa NOUN_SUFF
il NOUN
Al NOUN_SUFF
Ll NOUN_SUFF
sl NOUN_SUFF

Figure 4: Example of the created lexicon after handling

3)  Collecting rules: The rules stage is one of the most important stages in the tagging and disambiguation
processes. These rules were collected from different Arabic grammatical books and were developed according to the use
of MSA. Rules are useful in increasing the accuracy by reducing the number of solutions for the selected words that have
more than one solution or if the selected word has no solutions at all within the lexicon.

Examples of rules to assign tags to the words:

e If the current word is “J>&”, the following word is tagged as “NOUN”.
e If the current word is “Y”, the following word is tagged as “VERB”.
e If current word ends with “3” or “<I”, assign the tag “NOUN_SUFF” to this word.

C. Designing of the POS Tagger Application

NLP, simply put, is to make computers understand and generate human language. Therefore, it requires both linguistic
knowledge and programming skills**. So, the implementations of all system stages were done in C# programming
language and the final results of the tagged text were automatically extracted in an access database file.

In spite of the fact that statistical models are less accurate than rule-based models, most existing POS analyzers have
been based on a probabilistic model, because these systems are very robust and can be automatically trained. The
limitations of the rule-based taggers are that they are non-automatic, costly and time-consuming [18].

The researcher presents a rule-based POS tagger which automatically infers rules from a training corpus. Thereby it
avoids most of the limitations of traditional rule-based taggers in this system. The interface of built APOS is as shown in
Fig. 3:

¥ http://nlpdotnet.com/
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Figure 5: APOS tagger interface

The POS tagger is tested on data that consists of 150,000 words collected from different sources that were tagged
manually according to Arabic context rules; because Arabic grammatical structures by themselves are rather useless.

Like road signs, grammatical structures take on meaning only if they are situated in a context and in connected discourse
[19]. Fig. 3 shows the APOS workflow:

| Selected Word

Lexicon

—

Yer One Tag No

i Assim Tag | Examine Rules

i 3
= One Tag N

o “‘*--~-h_fmy_l
i Assin Tag | Unknown Tag‘

Figure 6: The APOS workflow
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4 CONCLUSION

The purpose of building POS tagger is to assign part of speech tags automatically to words reflecting their syntactic
category. POS tagger is a system that uses various sources of information to assign possibly unique POS to words.
Automatic text tagging is an important step in discovering the linguistic structure of large text corpora. This project will
make using Arabic language easier for native Arabs or non-Arabic speakers. It will serve search engines, database
engines, Information Extraction applications and any other applications of Artificial Intelligence (Al) that makes use of
Arabic Language Processing. POS tagger is one of the basic tools and components necessary for any robust NLP
infrastructure of a given language.

Before building the POS tagger, some steps were taken: a) In the process of tagging a corpus, it is important, to
distinguish a "tag-set"; a group of symbols represents various parts of speech, from tagger software program that inserts
the particular tags making up a tag-set. This distinction is important because tag-sets differ in the number and types of
tags that they contain, and some taggers can insert more than one type of tag-set.

The tag-set comprises of 5 main tags. This tag-set follows EAGLS guidelines, b) some data was compiled to be used as
the testing corpus. It was compiled according to the criteria of corpus linguistics. Afterwards, some parts of the data have
been disambiguated manually to be a training data to test the POS tagger, ¢) AlKhalil Arabic morphological analyzer was
used to analyze the collected corpus and to obtain a lexicon containing different solutions for the corpus tokens. The tags
were handled to agree with the new tag-set, d) setting Arabic rules is one of the most challenging steps of this project.
These rules help in words disambiguation. Finally, the tagger has passed through three stages of tests; the rules were
improved to enhance the tagging and disambiguation results. After comparing the results with the manually analyzed
data, the percentage of the correct solutions was 84%.
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Building Syntactic TreeBank for Modern Standard Arabic
""Egyptian Newswire Language as a Model **

Ahmed Ruby Mohammed
Linguistics M.Sc. Researcher

Faculty of Dar-Oulum
Ahmedruby757@yhoo .com
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Abstract-The syntactic Tree bank is an important resource for building applications
for statistical natural language processing NLP syntactic Arab Treebank SATB is a set
of grammatical analysis of Arabic sentences, has been relying on Islam on line corpus
as a source of texts to be analyzed, and SATB differs from other tree banks in terms
of linguistic information and the method of representation; and that the nature of the
objective of building Parser based on semantic grammatical functions; to achieve the
primary task of the automated analysis of grammar, which provide the necessary
linguistic analysis to Natural Language Understanding, | used the Phrase Structure
Tree representation in the analysis taking into account to determine the grammatical
relations per Token in the sentence, and so for two main reasons: first easily extract
the distinctive features of tokens constituent of the sentence, and the other is to get a
hybrid attributes between dependency and structure X-barin terms of identifying
grammatical dependency relations between the heads and complements phrases. This
paper is a description of the stages of the constructions sequent and then compare it to
other tree banks and how to use it.
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Automatic Extraction of Subcategorization Frames of Arabic
Verbs
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Abstract—The prime purpose of this study is to automatically extract the syntactic arguments of the modern standard Arabic verbs
by designing a parser for analyzing the syntactic structures of Arabic verb phrases based on Chomsky’s X-bar theory. This study also
aims to test to what extent is X-bar theory an appropriate syntactic theory that is able to reveal the related syntactic arguments of
specific predicates. In order to fulfill the purposes of the study, the researcher adopts an analytical descriptive approach where a
corpus containing 600 sentences that was taken from Arabic Parkinson corpus for 60 verbs are analyzed using the IAN tool. IAN is
the Interactive Analyzer and it is chosen for modelling X-bar(to model) theory owing to its close association with the X-bar approach
whichindicates that all languages share the same underlying syntactic structure. Acquiring verb subcategorization is a fundamental
issuein several NLP tasks, for instance, in parsing where theavailability of knowledge related to subcategorizationframes (SCFs) and
the complement/adjunctdistinctionmeaningfully increases the accuracy of results.

Keywords: Syntactic arguments, Subcategorization frame (SCF), X-bar theory, F-measure

1 INTRODUCTION

Automatic acquisition of lexical knowledge is the milestone in building the computational lexicons and grammars which
enrich the work in Natural language processing applications (NLP) [1]. Knowledge about the verb is highly important
because it is the primary source of the relational information in the sentence. The lexical information of the verb should
specify the information about the subcategorization frame that represents the number,types, and the syntactic realization
of the arguments which are the participants of the event described by the verb [2].

An argument is an expression that helps complete the meaning of a predicate. Most predicates take one, two, or three
arguments. The discussion of predicates and arguments is associated the most with (content) verbs and noun phrases
(NPs), although other syntactic categories can also be construed as predicates or as arguments. Arguments must be
distinguished from adjuncts. While a predicate needs its arguments to complete its meaning, the adjuncts that appear
with a predicate are optional; they are not necessary to complete the meaning of the predicate. Although, most of the
syntactic and semantic theories acknowledge arguments and adjuncts, their definitions vary, and the distinction exists in
all languages. The area of grammar that explores the nature of predicates, their arguments, and adjuncts is called valency
theory. Predicates have a valence; they determine the number and type of arguments that can or must appear in their
environment. Identifying the syntactic arguments of the predicate leads to the acquisition of the subcategorization frame
of this predicate which plays a vital role in many natural language processing (NLP) applications.For example,it is
important in improvingthe parsing results, solving the problems of parsing (PP-attachment,distinction between
arguments and adjuncts) and the construction of lexicons. The parser that is enhanced withsubcategorization information
is able to recognize the correct predicate — arguments relations [3]. Subcategorization frames specify the number and
syntacticcategory of the predicate arguments;it also describes the predicateargumentstructure that is associated with it.
SCFs is a well-studied linguistic phenomenon from a theoretical perspective. SCFs are of immediate utility in natural
language processing (NLP) for electronic dictionaries and statistical parsers. Particularlywhen the language which is
processed is a free wordorder language, where complements can freely appear on the leftor right side of the verbal head,
Information about the subcategorization will play a crucial role in building applications serving this language [4].

Therefore, the representation of subcategorization plays an important role in tree bank annotation. Tree banks usually
annotate  subcategorization, both for free word order languages, likeTIGER Corpus for German
(http://www.ims.unistuttgart.de/projekte/ TIGER/), Alpino Dependency Tree bank for Dutch
(http://www .let.rug.nl/“vannoord/trees/),and Italian Syntactic Semantic Tree bank [5], and for fixed word order, like the
English and Chinese Penn Tree banks ([6], [7]) that associate the resource with a repository, i.e. Prop Bank, where SCFs
are collected.
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The task of collection SCFs is a very time-consuming, because of the relative unportability of SCFs across corpora that
feature different kinds of text andliterary genres. Therefore, various scholars proposedthe development of automatic
systems for the extraction of subcategorization knowledge from linguistic corpora. [1] claimed that the task of
syntactically analyzing substantial corpora of naturally occurring text has become a focus ofrecent work. Analyzed
corpora would be of great benefit in the gatheringof statistical data regarding language use. Predicate subcategorization
is a key component of any lexical entry, because most, if not all, recent syntactic theories extract syntactic structure from
the lexicon [8]. A wide-coverage parser utilizing such a lexicalist grammar must have access to an accurate and
comprehensive dictionary encoding the number and category of a predicate's arguments and also information about
control with predicative arguments, semantic selection preferences on arguments, and so forth, to allow the extraction of
the correct predicate-argument structure.

It has been very crucial in the recent years for the NLP researchers in order to develop any NLP application is to
recognize the predicat’s syntactic arguments because it has been found that several substantial machine-readable
subcategorization dictionaries exist for English, either built largely automatically from machine-readable versions of
conventional learners' dictionaries, or manually by (computational) linguists (e.g. the Alvey NL Tools (ANLT)
dictionary [9]; the COMLEX Syntax dictionary [10]). Unfortunately, neither approach can yield an accurate or
comprehensive computational lexicon, because both rest ultimately on the manual efforts of lexicographers, therefore,
prone to errors of omission and commission which are hard or impossible to detect automatically [8]. Furthermore,
manual encoding of the lexical entries with the predicat’s argument is labour intensive.

The subcategorization of a lexical item is one of the most important pieces of information associated with it. It is vital for
both theoretical linguistics and in practical applications. It is indispensable in computational lexicons in order to be
useful for natural language processing. Parsing can be greatly enhanced by providing the parser with the
subcategorization frames of the verbs[11].

Several methods have been suggested to automatically extract the subcategorization frames from text corpora (e.g. [8]
[12]-[14]; [15],[16],[17], [18]).

The architecture of the Brent system [12] consists of three modules: 1) verb detection: finds some occurrences of verbs
using the case filter ([19]), a proposed rule of grammar, 2) SF detection: finds some occurrences of five
subcategorization frames using a simple, finite state grammar for a fragment of English, 3) SF decision: determines
whether a verb is genuinely associated with a given SF, or its apparent occurrences in that SF are due to error. This is
done using statistical models of the frequency distributions. Brent uses the untagged brown corpus as input. The
syntactic frames are: NP only, Tensed clause, Infinitive, NP & Clause, NP & Infinitive and NP&NP (these phrases types
yield three syntactic frames with a single argument and three with two arguments. The cues used for identifying these
frames are: lexical categories used in the definitions of the cues.

[15] suggested a method for the automatic extraction of the subcategorization frame by collecting as much co-statistics
about the occurrences as possible from the text corpus, and then use statistical filtering (e.g., significance test ora mutual
information measure) to get rid of false cues. He used the Kupiec’s stochastic part-of-speech tagger to tag 4 million words
of the New York Times newswire. Then,he suggested a program to detect the SF consisting of two parts: 1) a finite state
parser ran through the text to parse auxiliary sequences noting whether a verb is active or passive, and then it parses
complements that follow the verb until something recognized as a terminator of subcategorized arguments is reached ([15]
usedaperiod and subordinating conjunctions as frame terminators). Whatever has been found is entered in the histogram. 2)
a process of statistical filtering is performed on the raw histograms to decide the best guess for what frames each observed
verb actually had. The parser does not learn from participles since an NP after them may be subject rather than the object.
The program acquired a dictionary of 4900 frames for 3104 verbs (an average of 1.6 per verb) [2].

[16]also make use of a PoS tagged corpus and a finite-state NP parser to calculate the relative frequency of the same six
syntacticframes Brent used. The procedure of [16] to automatically determine subcategorization frame frequencies is to
make a list of verbs out of the tagged corpus and then tokenize each sentence that contains the target verb; all the noun
phrases except the pronouns are tokenized as “n” by a noun phrase parser. Then, they apply a set of frame extraction
rules to the tokenized sentences. These rules are written as regular expressions as in Fig.1.A regular grammar is used to
estimate the appropriate syntactic frame for each verb token in the corpus.
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Frame Rule

NP + NP kiiinin

NP + CL k(iln(pn)*)c
k(ijnp(iin)a*(m]v)

NP + INF k(iin{pn)*tad

CL ko
k{ijnya“{mjwv)

NP k(ijnp[“mwd]
#pwiiin(pn)®a*m?a k"]

INF kta*d

Figure 1: A frame extraction rules to the tokenized sentence

In an experiment involving the identification of these frames, the system showed an accuracy rate of 83%. The most
frequent source of errors in frame identification by this system was errors in NP boundary detection. The second most
frequent source was misidentification of infinitival purpose clauses.

[8] proposed a system for distinguishing 160 verbal frame classes and their relative frequency in English. B & C’s
system consists of six components, which are applied in sequence to sentences containing a specific predicate in order to
retrieve a set of frame classes for that predicate:

1. A tagger, a first-order HMM part-of-speech and punctuation tag disambiguator, is used to assign and rank tags for
each word and punctuation token in a sequence of sentences;

2. A lemmatizer is used to replace word-tag pairs with lemma-tag pairs;

3. A probabilistic LR tagger, trained on a tree bank, returns ranked analyses;

4. A pattern set extractor which extracts frame patterns, including the syntactic categories and head lemmas of
constituents from sentence subanalyses which begin/end at the end of specified predicates.

5. A pattern classifier which assigns patterns in patternsets to frame classes or rejects patterns as unclassifiable on the
basis of the feature values of syntactic categories and the head lemmas in each pattern;

6. A pattern set evaluator which evaluates sets of patternsets gathered for a (single) predicate constructing putative frame
entries and filtering the latter on the basis of their reliability and likelihood.

The system of [8]achieved a token recall of 80.9%, which is comparable to previous approaches. B & C have attributed
most of the errors to the filtering phase, which they describe as the ‘weak link’ in the system.

[17] presented an unsupervised learning method for subcategorization acquisition that considers what the shortcomings
of the previous methods; that is, they are knowledge-based and thus require either existing tools (e.g., a wide-coverage
parser in the case of [8]) or an important amount of time and linguistic expertise to write the necessary patterns, regular
expressions, finite-state NP parsers etc (e.g., [12], [15], [16]). In contrast, [17] method only requires PoS-tagged text as
input. This method is based on the assumption that subcategorized constituents differ from non subcategorized ones in
terms of frequency [10]. This means that the subcategorization property of a verb should somehow show up when
enough sentences containing this verb are collected. The idea of unsupervised learning then is to model the global
behavior of each verb, and group verbs that behave syntactically similar. These groupings should then ideally correspond
to groups of verbs with similar subcategorization properties. The information about the group membership of a verb
could therefore be used by a parser when making local decisions, e.g., about the complement- or adjuncthood of a
constituent. The global subcategorization behavior of a verb is extracted using hierarchical clustering ([20],[21])

There is an Arabic attempt to automatically extract the Arabic subcategorization frames (or predicate-argument
structures) from the Penn Arabic Treebank (ATB) for a large number of Arabic lemmas, including verbs, nouns and
adjectives [18]. The results have been compared against a manually constructed collection of subcategorization frames
designed for an Arabic LFG parser [22].

In English,the construction and extraction of subcategorization frames received a lot of attention [18],one example is the

specialized lexicon COMLEX [10] which is an extensive computational lexicon containing syntactic information for
approximately 38,000 English headwords, with detailed information on subcategorization, containing 138 distinct verb
frames for 5,662 active verbs lemmas. For Arabic, the attention has been directed, for the most part, to the construction
and automatic extraction of semantic roles [22]. According to the researcher knowledge, there areonly one resource that
exists for Arabic subcategorization frames which is the lexicon that is manually developed for the Arabic LFG Parser
[22]. Tt is published as an open-source resource under the GPLv3 license'. It contains 64 frame types, 2,709 lemmas
types, and 2,901 lemma-frame types, averaging 1.07 frames per lemma. The resource incorporates control information

1http://arasubcats-lfg.sourceforge.net
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and details of specific prepositions with obliques and the automatically lexicon of Arabic subcategorization frames [18]
(the automatic extraction of syntactic information, or subcategorization frames, from the Arabic Treebank (ATB) [23].)
which uses the first manual one in the evaluation of it.

In this paper, the researcher will present an implemented system that takes a raw, untagged text corpus as its only input to
generate a partial list of verbs that occur in the text and the subcategorization frames (SFs) in which they occur. Verbs are
detected by the tagger, through searching in the dictionary and tokenizeing the sentence. Section 2 explains the notion of
the syntactic arguments and the differences between the main arguments, the difference between arguments and adjuncts.
Section 3 includes the definition of the subcategorization frame and sheds light on all different frameworks works in the
area of the automatic extraction of the subcategorization frame. Section 4 details the description of the used Arabic
corpus.Section 5 represents the analysis tool (IAN) and the proposed system to automatically extract the SCFs for modern
standard Arabic (MSA) verbs. Section 6 illustrates an experiment on an Arabic sentenceto explain the methodology of the
automatic extraction of subcategorization frames. Section 7 evaluates the output. Finally, section 8 concludes the paper.

2  SYNTACTIC ARGUMENTS

An argument is an expression that helps complete the meaning of a predicate. Most predicates take one, two, or three
arguments. The discussion of predicates and arguments is associated the most with verbs and noun phrases (NPs),
although other syntactic categories can also be consideredas predicates oras arguments. Recognizing the syntactic
arguments of the predicate leads to the acquisition of the subcategorization frame of this predicate. In syntax, the terms
argument and complement overlap in meaning and use to a large extent. In dependency grammar,arguments are
sometimes calledactants.

Languages usually have one privileged syntactic argument per sentence which should always be a subject.There are
certain tests that could be done to detect the subject, one involving agreement. The form of the verb depends on a certain
entity which is the subject.The object is another syntactic argument which typically is the entity in which the action is
done to. For example,in sentence (1), the subject of that sentence is "Y1, while the entity that the action was performed
onis the word “u«,3”, which makes it the object of the sentence. The syntactic arguments such as subject and object are
not the same as semantic roles of agent and patient. There is also the third argument, which goes by various names. Some
call it the indirect object, dative, recipient. Inexample (2),“Ae" is the third argument. This is used whenever there is a
verb that takes three arguments.

ool Al s (1

A. The difference between arguments and adjunct

In order to represent accurate subcategorization information, a distinction should be made between complements and
adjuncts. Complements are taken to be syntactically specified and required by the head (The predicate needs its arguments
to complete its meaning), whereas adjuncts can only modify a head (the adjuncts are not necessary to complete the
meaning of the predicate; their appearance with a predicate are optional), according to almost all different frameworks (e.g.
the Minimalist Program [24], Lexical-Functional Grammar [25], Head-Driven Phrase Structure Grammar [26], Categorial
Grammar [27], and Tree-Adjoining Grammar [28]. Constituents have to be either selected as complements or adjuncts. The
distinction between arguments and adjuncts certainly exists in all languages. The distinction between arguments and
adjuncts is essential in the basic analysis of the syntax and semantics of clauses.Sentencein (3) contains the first noun
phrase asthe subject, while the object argument is the prepositional phrase (&) 1), Verbal predicates that require an
object argument are described as transitive. Moreover, there are verbal predicates that require two object arguments are
described as ditransitive. In (4) additional information has been added which is considered as an adjunct.
el e el shiall clas (3
5l 3 el e jsaal) 8l cllias (4

The added phrase “s_+S is adjunct because it provides additional information that is not necessary to complete the

meaning of the predicate “J==”. One key difference between arguments and adjuncts is that the appearance of a given
argument is often obligatory, whereas adjuncts appear optionally. The PP in (3)is an argument because when it isomitted,
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the remaining part makes an incomplete sentence.Subject and object arguments are known as core arguments; core
arguments can be suppressed, added, or exchanged in different ways.

B. Obligatory vs. optional arguments

Many arguments behave like adjuncts with respect to another diagnostic which is the omission diagnostic (sign).
Adjuncts can always be omitted from the phrase, clause, or sentence in which they appear without rendering the resulting
expression unacceptable. Whereas, the obligatory arguments cannot be omitted.“<wd” ‘the house’ is an optional
argument,see sentences in (5) and (6).

) il f‘y\ 5
ki N (6

C. Representing arguments and adjuncts

The distinction between arguments and adjuncts is often indicated in the tree structures used to represent syntactic
structure. In phrase structure grammar, an adjunct is "adjoined" to a projection of its head predicate in a manner that
distinguishes it from the arguments of that predicate. The distinction is very clear in the theories that employ the X-bar
schemaas in Fig.2.

XP
_—————‘_'___-_-_____-_____._-___-_‘_-_-___-_'_——————_
Xp ADJ
_____...--"""-.--—-“""---._______ i
SPEC X'
: I
ADI] X
T '____...--"""-.-‘-‘"‘--_____‘
X ADJ
)_( (.'(_]_MF' :
spcc:iﬁcr (adjimct} l1éad L'umph::mcnl {adjlincl) (adjlinc[]
argument predicate argument

Figure 2: The schema of X-bar theory

The complement argument appears as a sister of the head X, and the specifier argument appears as a daughter of XP. The
optional adjuncts appear in different positions adjoined to a bar-projection of X or to XP.

D. Semantic Intuitions Concerning the Argument-Adjunct Distinction

The task of making the distinction between arguments and adjuncts of a verb can be described as a way of capturing a
basic intuition. For example, if a world event or activity must be described, such an event will necessitate participants
or other relevant information that is salient to the setting (completion of meaning).In any sentence, some information
will be more crucial to the described event and other information will be less important. Thus, the linguistic intuition is
that in an event described by the verb, there will be key participants without it the event would not be complete and
other peripheral information that provides descriptors of the general condition or circumstance of the state or event,
which are not as central to the meaning of the verb [29].

When we invoke our intuitions of which are the “necessary” participants in a given state or event described by the verb,
we are referencing the semantics side of the issue [29]. When we need to know the arguments of a given event or state
we ask about the participants of that event, our intuition is responsible for that.For example:

i) 3 8 Lgalatd Eycald) AL (g 5 o ol o S lallae| g4 (7

This sentence includes five elements or concepts: “sa”, “b” “Lu b e Glbull e QUS? “Aualall AL and “ & Lealsdl
Leiwl )27, In such an event as “hei*giving’, there are certain participants that would be considered necessary to make the
meaning complete. We would first require the mention of the entity who gives, the entity who receives, and the object
that is transferred between the two entities. That is, intuition would tell us that for in a sentence like (7) there are three
participants, namely “s” ‘he’, “w” ‘her’ and “US” ‘a book’, each expression plays a central role in the ke giving’
event and are required by the verb.
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The other two expressed elements in the sentence, namely the adverbial ‘“Aualadl AL “last night’ and the prepositional
phrase “liul )3 8 Lealail” “for succeeding in his studies’, provide a general setting for the event of “hel” “giving’.

In the case of the first three elements, the relationships they have with the verb are often referred to as thematic relations.
This concept of thematic relations has been discussed by numerous studies in the linguistics literature (cf. [30], [31],
[32]). Thematic relations describe the roles these participants play in the event or state created by the verb. Then, in
example (7), “s”‘he’ is the AGENT or GIVER as he takes on the role of the giving entity, “<iS”“book’would be the
THEME or TRANSFERRED ITEM, and “Ww”‘her’ is the RECIPIENT of the “<US” ’book’. Furthermore, these
participating roles are considered required or obligatory in such a way that if they were removed from the sentence as in
(8) and (9), they will result in incomplete sentences:

whel s (8

lalkel (9

For such utterances as in (8) and (9) to be meaningful, the missing participant(s) would have to be cited elsewhere and
recoverable in the context. Thus, these participants are considered to play a direct role in the relational information
conveyed by the verb, and therefore, necessary components of the semantics of the verb. Those participants that have
thematic relationships with the verb are considered to be semantic arguments of the verb. In contrast to the arguments,
the last two elements in example (7) would be considered semantic adjuncts. Unlike arguments, adjuncts do not rely on
the relational information conveyedby the verb. Rather they comment on the general action or state of the predicating
unit — the verb and its arguments. The adverbial “4xxlall AL “]ast night’and the prepositional phrase “leiul )y A Lealail”
‘for succeeding in his studies’ are present because they comment on the event described by the verb and its arguments:
the adverbial sets the time in which the giving takes place and the prepositional phrase describes causal events leading
up to the event. Thus, in general, the elements in the sentence that are in a thematic relationship with the verb, and play a
central role in the event or state presented by the verb are considered to be arguments. These arguments are licensed and
required by the verb to realize its full meaning but the elements in the sentence that do not hold a specific relationship to
the verb and provide contextual information.

E. Problem of Semantic Intuition

The semantic intuition in determining the argumenthood may be tricky. Example in (10),the "JSI"“cating’event has two
participants: the one who eats and the entity that is eaten. The prepositional phrase provides a general location or setting
in which eating takes place. From such example one can extrapolate that prepositional phrases could always be
considered adjuncts as in example (10). However, this is not always the case. Consider the example in (11):
Gaball b aladall WST (10

The locative prepositional phrase in (10) is distinguished from the same prepositional phrase inexample (11), which
would generally be recognized as the argument of the verb ‘put’ as it is thelocation in which the book is placed. The
event would not be complete without the prepositional phrase “dsall e 5o it would have to be classified as an
argument.Finally, in certain cases, the distinction seems to depend on the lexical items present in theSentence [33].

F. Challenges in NLP

Dealing with the distinction between arguments and adjuncts constitutes a clear semantic challenge in the NLP
community. There is no single set of rules by which we could say that a certain phrase is an argument or an adjunct, as
such a decision would depend on the verb in the sentence. The distinction depends on the semantic and syntactic context
and world knowledge. There are numerous automatic tasks in NLP that would benefit from a clear distinction between
arguments and adjuncts, including tasks like automatic parsing, machine translation, text summarization and text
simplification. In order for such tasks to successfully benefit from the argument/adjunct distinction, the syntactic, lexical,
and semantic resources on which these NLP tasks rely have to do an accurate and consistent job in identifying as well as
describing the distinction [29]. Finally, one of the well-known challenges in creating and maintaining NLP resources,
especially the creation of labeled corpora, is that annotations are costly. Establishing clear guidelines for any NLP
resource is crucial, as they are the key factor in facilitating quick but consistent decisions in annotating text.

Due to the influences of transformational syntax (e.g. Principles & Parameters (P&P), Minimalist Program (MP)) and its
view that semantics can be mapped onto a hierarchical syntactic structure in a systematic and deterministic manner,
much of the discussion of argument and adjunct distinction cannot be made without making close reference to the
syntactic concept of complements, and core and oblique arguments. Complements are phrases that are obligatorily
selected or subcategorized by the verb. Since objects, which are core arguments of the verb, are obligatory in
transitive/ditransitive sentences, they are also considered to be complements of the verb. In a similar manner, since
oblique arguments (e.g. adverbial phrases) are not required like the core arguments are, they are considered to be
syntactic adjuncts (i.e. non-complements) of the verb [29].
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3 SUBCATEGORIZATION FRAME

A. What is subcategorization

The subcategorization frame (SCF) of a verb specifies the number and categories of syntactic arguments a verb takes. It
includes all the complements of a given word. For instance, the verb “JS"‘eat’can be used as both transitive or
intransitive, respectively, as in “dsl JS”“the boy eat’ or “alkall Al JS‘the boy eat the food’ both are valid frames
associated with the verb “Jsi”*eat’.

B. Valency vs. subcategorization

The theory that explores the nature of predicates, their arguments, and adjuncts is called the valency theory. Predicates
have a valence; they determine the number and type of arguments that can or must appear in their environment. The
valence of predicates is also investigated in terms of subcategorization frames. Valency includes all of the verb
arguments, including the subject. The linguistic usage of the term valence is derived from the definition of valency in
chemistry. This scientific metaphor is developed by Lucien Tesniére, who rendered verb valency into a major component
of his dependency grammar theory of syntax and grammar. The notion of valency first appeared as a comprehensive
concept in Tesnicre's book[34].

C. The status of subjects

The subcategorization notion is similar to the notion of valency. Although subcategorization has originated with phrase
structure grammars in the Chomskyan tradition, while valencyhas originated with Lucien Tesniére of the dependency
grammar tradition. The primary difference between the two concepts concerns the status of the subject. As it was
originally conceived, subcategorization did not include the subject, meaning that a verb is subcategorized for its
complement\complements only; whereas, valency includes the subject. Tesnic¢re used the word actants to mean what are
now widely called arguments (and sometimes complements). An important aspect of Tesnicre's understanding of valency
was that the subject is an actant (=argument, complement) of the verb in the same manner that the object is. The concept
of subcategorization which is related to valency, but associated more with phrase structure grammars than with the
dependency grammar that Tesniére has developed, did not originally view the subject as part of the subcategorization
frame.

D. Verb Subcategorization in Linguistic Theory

The treatment of subcategorization varies across linguistic theories [11]. In the following section, we will offer an
overview of the different approaches and compare their relevance for subcategorization acquisition.

1)  Government-Binding and related approaches:The government and binding theory was developed by Chomsky
and others in 1980’s. One of the central parts of GB is the X-bar theory [11]. GB seeks to capture the similarities between
different categories of lexical phrases by assigning the same structure to them. Rather than having different phrase
structure rules for VPs, NPs, etc., just the two basic rules in (1) cover all the lexical categories.

(1) Phrase Structure Rules:
(For any lexical category X, X0=Head)
XP =>»Specifier X'
X' =»X0 Complements

In the trees generated by these rules, the top node (corresponding to left side of the rule) is known as the mother, with
the two daughters introduced by the right side of the phrase structure rule. The daughter nodes at the same level are
known as sisters. In (2) one of the daughters, X', is also a mother with daughters of her own, just as in normal family
relationships.

(2) Basic X-bar Structure

XP=>maximal projection

specifier X'=»intermediate projection
X0=>head complement(s)
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This schemaclaims that all phrases are projected from lexical categories in the same way. For adjunction: Xn=>YmXn.A
head (=X0) subcategorizes for all and only its sisters. The subcategorized complements are always phrases.Heads and
their maximal projections share features, allowing heads tosubcategorize for the heads of their sisters (i.e. rely).In
general, specifiers are optional. Evidently, specifiers may be words or phrases. The following trees illustrate how X-bar
theory works. We apply the X-bar rules to specific categories. First, we have to find the head, which determines the type
of phrase, then look for specifiers, complements, adjuncts, and conjunctions. An important feature of GB is the fact that
subjects are not subcategorized for by the verbal head. The domain of subcategorization is limited to the maximal
projection containing the head. In GB subjects are typically outside of VP, i.e. they are not sisters to the verbal head.
This leads to GB predicting a number of subject/object asymmetries in syntax [35].

2)  Lexical-Functional Grammar: The LFG model of syntax consists of two parts, the c-structure and the f-structure.
c-structure encodes such inter linguistically variable properties as word order and phrase structure. F-structure expresses
the relations between the functional constituents of a phrase. Those constituents are grammatical functions such as SUBJ
(subject), OBJ (object), or XCOMP (open complement). Thus, LFG accords theoretical, primitive status to the notion of
grammatical function, which GB treats as reducible to phrase structures. LFG accords to the notion of grammatical
function. Although c-structures, together with the lexicon, determine the f-structures there is no direct mapping from c-
structures to f-structures, and each obey their own specific constraints. F-structures are built based on information from
two sources. One is functional annotations associated with c structures. For example, see Fig.3.

= - NP VP
(T SURT)— | ==
Figure 3: Functional annotations associated with ¢ structures

The arrows in the annotation refer to the function of the annotated constituent. The up-arrow means that the function
refers to the mother of the node, while the down-arrow indicates the node itself. So the first NP annotated as ({SUBJ)
means that this NP is the SUBJ of its mother, i.e. the S, or more precisely, that the f-structure carried by the NP goes to
the S’s SUBJ attribute. Similarly, the VP’s annotation (1=|) indicates that the VP’s f-structure is also S’s f-structure —
which can be paraphrased as VP being the functional head [35]. The other source of information is the lexicon. Lexical
forms subcategorize for forms rather than categories. This allows for non-standard categories to realize functions in a
sentence (e.g. non-NP subjects). Functions are also linked to arguments of the Predicate-Argument Structure. In contrast
to GB, in LFG; subject forms part of the verb’s subcategorization frame.

3)  Head-Driven Phrase-Structure Grammar:This theory of grammar combines insights from a variety of sources,
most notably GPSG, CG and GB. It stresses the importance of precise formal specification. In HPSG subcategorization,
information is specified in lexical entries as exposed in [26], the subject is treated in a way similar to other arguments.
Verbs have a SUBCAT feature whose value is a list of synsem objects corresponding to values of the SYNSEM features of
arguments subcategorized for by the head. The order of these objects corresponds to the relative obliqueness of the
arguments, with the subject coming first, followed by the direct object, then the indirect object, then PPs and other
arguments.

4 THE CORPUS
A. Compiling some of Arabic verbs

Subcategorization is used to refer to the subdivision of major syntactic categories, particularly verbs, according to what
other constituents they co-occur with. Thus, the category of verbs can be split into subcategories such as transitive,
intransitive, ditransitive or other kinds of verbs based on the number and type of syntactic arguments they requires. A
single verb may belong to more than one subcategorization frame (SF); which can be described as the order and category
of the constituents that are co-occurring with the verb. The Arabic verbs were selected by the researcher according to the
types of transitivity: transitive, ditransitive since they are the most commonly used verbs in the Arabic. The transitivity
(TRA) consists of two major classes and each oneconsists of subclasses; firstly, the transitive category (TST) (requires
object) which consists of the following subclasses: direct monotransitive (TSTD): one direct object, indirect
monotransitive (TSTI): one indirect object, ditransitive (TST2): one direct object and one indirect object and tritransitive
(TST3): three objects. Secondly, the intransitive (NTST): (does not require object). This class consists of the following
subclases: unergative (NERG): the subject is the agent and unaccusative (NACC): the subject is not the agent. The latter
(intransitive verbs)is not included in the researcher study.
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Figure 4: A list of the selected Arabic verbs from the analyzed data

B. Corpus description and Classification

The researcher has selected60 verbs belonging to different types of transitivity sub-categories. 100 sentences were
extracted for each verb, the selected sentences were chosen according to the length; the length of sentences range from
five to 12 words.The selected sentences were filtered to be 10 sentences for each verb. The filtration was done to achieve
some criteria; the criteria were assigned on a linguistic and systematic basis.
The corpus is intended to be representative of the contemporary standard use of the written Arabic language. The corpus
is segmented into sentences and tagged for POS. All the required linguistic attributes are assigned to each word. The
maximum length of the sentences is 12 words. This corpus is collected according to the following:

e  The occurrences of the syntactic arguments of the predicate (verb).

e Does the syntactic argument occur after the predicate immediately or preceded by a constituent as in (12)?

5 sk 4l O L I () L sa % el 4y paal) Al all S (12
e Does the same predicate have one specific type of subcategorization frame in all its context?

Moreover, the frequency of each structure is documented. Since the researcher’s data is compiled from different genres (as
the corpus was extracted from arabi Corpus® ), the coverage rate is high and the opportunity of the occurrence of different
structure is extremely high, as a result the data is considered more robust. Example from the collected corpus can be seen
in table 1.

TABLEI

EXAMPLES OF THE CONTEXTS SELECTED FOR THE ARABIC VERB “Jxas”

ID Sentences sentence_ref
142 o)) saise b AIS Gl ) bl sall 555 sl des daal Jean [126
143 Of Jiy pald sy Al el Ladil) (e e Ja e 031 dhany 126
144 oyl il e 1996 ale paal) A ¢ Uad Juas (126
145 oyl dpatill s ol (3 g0ia (pe a8 e (ael il jall cilan |126
146 lall (4o 3530 230 3 A8 5 oY) 8 (e Uad Jian 126
147 520 Agallall 83 gl b salgd ey Y glaall 5 dnigll o) guaylle A8 5 clian 126
148 b e Ao HLaall Jla) Gl gad 8 Laliss Sl 1) g0 i Calean 126

“Note that it was wrote wrongly in the corpus and will be corrected automatically in the processing phase
3 http://arabicorpus.byu.edu/
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ID Sentences sentence ref
149 Janlls Aty &I labid) (e pasd i e SLeiadU A pall dualal) 48 30 culeas 126
150 Llae &l a3V e 405 5KV A8 paddl deadl) 4 & bl o padl g0y Jeany|126
151 Uaia Jalii (e geai o (gl ol Lo e Ll () seanll Juan [126

In table 1, there are examples of the contexts selected for the Arabic verb “Jwas” which was extractedfrom the corpus.
There are ten sentences that were selected very carefully, taking into account the diversity in the structures, for example
sentence in (13):is not selected bythe research to be analyzed because it is an incomplete sentence, but sentence (14) can
be analyzed manually and automatically because the researcher can extract the syntactic argument of the predicate
“Jduan” Moreover, in sentence (14) the complement of the verb occurs after the subject, but in sentence (15) the
complement of the verb occurs after the adverb “ul”and not after the subject. In sentence (16), the subject is modified
by a phrase that separate the main predicate “J—~” from its syntactic argument.

cbj;ﬁ}a&c“&ﬁ\géb&‘ﬁ\ OOlal gall ﬁ)}ﬁu|.\§um\dm (]3
Lpduuab)wg\)ﬂ\lasﬂ\w;)aésu{)y‘@ (14
b)‘ﬁaw‘;lby\éjm;awuaﬁ&uu‘)ﬂ)ﬂ\dm (15

C. Tagging the data

The researcher used a list of features extracted from the UNDL Foundation tagset4. This tagset is a set of features in the
universal networking language (UNL”) dictionary that depend on the structure of the natural language. However, in order
to boost the standardization of the lexical resources used in the UNL framework, the UNDL Foundation6 recommends

adopting the following tags for some specific and pervasive grammatical phenomena. The hierarchy of the tagset is shown
in Fig.5.

Figure 5: List of tags in alphabetical order

Several of those linguistic constants have been already proposed in the Data Category Registry (ISO 12620)’, and
represent widely accepted linguistic concepts. The purpose of this tag set is providing the technical means for describing
any linguistic behavior which should be done in a highly standardized manner, so that others could easily understand and
exploit the data for their own benefit. The main intention is to create a harmonized system in order to make language
resources as easily understandable and exchangeable as possible.

4http:// www.unlweb.net/wiki/Tagset

5 http://www.unlweb.net/unlweb/

6www.undlfoundation.org

" http://media.dwds.de/clarin/userguide/text/concepts_ISOcat.xhtml
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D. The analysis of the data

The theory which is adopted in the linguistic analysis process is the X-bar® theory; it postulates that all human languages
share certain structural similarities, including the same underlying syntactic. Constituency grammars are a method of
sentence analysis that divides a sentence into major parts, which are in turn further divided into smaller parts in a process
that continues until irreducible constituents are reached, i.e., until each constituent consists of only a word or a
meaningful part of a word. The end result is presented in a visual diagrammatic form that reveals the hierarchical
immediate constituent structure of the sentence at hand. For example sentence (17) is represented in Fig.6.

Ay pad dlasl) e 55l @85 (17

Figure 6: The deep representation of sentence (17) by X-bar theory

Gy V, +[—PP]
The researcher introducesthe linguistic analysis of two sentences for the verb “xic)” based on X- bar theory,the verb
“Adel” has two different subcategorization frames, as shown in in Fig .7 and Fig.8.

Oatall s il ial) e Aatlll Gy ) his e liall s S aaias (18
S Slead) il 5 5 0aY) e aaie) (19

[ty s i = i i ]

Figure 7: The representation of sentence in (19) Figure 8: The representation of sentence in (18)

el V, +H —NPJaiel: 'V, +[—PP[_.NP]]

8ttp://www.unlweb.net/wiki/X-bar_theory
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5 THE ANALYSIS TOOLUSED INTHE AUTOMATIC EXTRACTION OF THE SUBCATEGORIZATION FRAME

This section discusses the linguistic design and the implementation of the tool used in the automatic extraction of the
subcategorization frame. The UNL system has developed a tool that is capable of performing a tokenization,
disambiguation and deep/shallow syntactic analysis of the Arabic structures. The tool is called Interactive Analyzer (IAN).
IAN is a natural language analysis systemthatcan represent natural language sentences into syntactic trees. In its current
release, it is a web application developed in Java and available at the UNLdev’. The lexicon of the tool is designed to
includethe lexical items of a given natural language along with a set of assigned linguistic features. The grammar of the
tool consists of different steps to syntactically analyze the structures: tokenization (the identification of the tokens (lexical
items) of each sentence of the input sentence) and parsing. These steps are responsible for both of the lexical and the deep
syntactic analysisof the Arabic sentences. They can be implemented through three different types of rules; Normalization
rules (N-rules), Disambiguation (D-rules) and transformation rules (T-rules).

A. UNL Lexicon

The dictionary assignsa list of features for each lexical item. The features cover different linguistic levels: morphological
information, morpho-syntactic information and syntactic information. UNL framework uses a standard and universal list of
features (Tagset) to describe all types of linguistic information concerning every Arabic word. Part of speech feature; used
to classify words into main classes and each class may include subclasses. The classes are nouns, verbs, adjective, adverb,
affix, classifier, conjunction, determiner, interjection, numeral, particle and pronoun. Morpho-syntactic information is
concerned with the grammatical categories and linguistic units that have both morphological and syntactic
properties,gender, number, person and many other features are involved in the grammatical agreement in the
lexicon.Transitivity is a feature of verbs which indicates the number of objects a verb requires or takes in a given instance.
The transitivity of a verb can be basically classified into intransitive (NTST) and transitive (TSTD). Moreover, the lexicon
is enhanced by information about person, tense, case and voice.

B. The grammar

Grammars are sets of rules used to transform the natural language into a parsed tree. There are two different types of rules:
transformation rules that are used to make changes to the nodes or relations and disambiguation and tokenization rules that
are used to control the changes over nodes or relations.

1)  Normalization Rules: N-rules constitute the pre-processing module that is applied to the input text prior to the
processing phase; before the dictionary lookup phase. They are concerned with normalizing the input text; replace the
abbreviations by their extended forms, assign the spaces if not found (some texts are written wrongly with no space
boundary between the words). Finally,correct the wrong written words toassistthe identificationof the words from the
dictionary.

2)  Disambiguation rules: The function of D-rules is to tokenize and prevent wrong lexical choice from the
dictionary.The tokenization algorithm is strictly dictionary-based. The D-rules also control the segmentation of the tokens.

3)  Transformation rules: This type of rules is used for normalization and syntactic analysis. The syntactic moduleis
responsible for transforming the list of nodes into the tree structure using binary relations based on X-bar theory. The
syntactic processing is done automatically.The general design for this module is that “It starts by composing small trees for
the small phrases in the sentence and combining these small trees together to form a bigger tree”. While building the
syntactic trees for the 600 sentences a lot of linguistic issues have been faced.

6 AwWALK THROUGH AN EXAMPLE

In order to parse the sentence in (17) “4wasll Aadll e 55,L5 38157, First, the sentence should be tokenized according to the
dictionary.Thus, the sentence will be tokenized to the following pattern:

[ s ] [I[]( )ad) e ][ ta][ 1[G 5]

? http://dev.undlfoundation.org/index.jsp
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”@) 57, space, Y0 )W space, “ball Je” ¥iks e o3 space,definite article,”: »=<”and each node is assigned with the
appropriate tag, so “3¥s”is VER (verb),space is assigned tothe tag BLK (blank), “0s )W is assigned tothe tag PPN
(proper noun), « kall Jle“js wrongly tokenized hence assigned to the tag ADJ (adjective), the definite article " JI" is
assigned to the tag ART (article) and finally the word ‘4 rad” is assigned tothe tag ADJ (Adjective), see
Fig.9.,whichrepresents the automatic output of this stage.

Battern: [La] [0 [103] I8

Cobizatiog;

Figure 9: The tokenization and tagging stage

Theadjective[:all Ae]should be retokenized as [l=], [J'], [23]and this is the role of the disambiguation rules. A rule
should be added to block the sequence of the adjective and”da s )<l U ”if it is preceded by a masculine noun (MCL)
“Us 4 Such rule has been added as in (1).The rule states that the adjective is blocked; the blocking is stated in the rule
bythe symbol (=0).

(1) ({J|V}, %01) ("BLK , ~STAIL, “ACC) =0;

So the output would be as shown in Fig.10

Blocked at segment: [ yae][J][ ]2V e[ Jlos W[ 1G]

Position index:11

Re-tokenizing: "daall e

Position index:11

Pattern: [% pmae] (][ JABS][I] J[t=]0 [0 A8L I1G85]

Current State

IPattern: (3 yas][J[ J[ARS][IN] J[et=]T Jos M) 1[5

'202594674" {160695} [3¥ 5] - "l s"(LEMMA=G#l5, BF=Gils, LEX=V, POS=VER, LST=WRD, GEN=MCL, NUM=SNG,
IPER=3PS, ATE=PAS, VOI=ACV, TRA=TSTI, PAR=M242, FRA=Y17, SEM=SOV)<ara,33,1>;

" " - [1{-1}""(PUT=BLK)<ara,0,0>;

"115383488" {8506} [3)4] - "0 s " (LEMMA=05), BF=gs,t%, LEX=N, POS=PPN, LST=MTW, GEN=MCL,
INUM=SNGT, PAR=M0, FRA=Y0)<ara,0,0>;

" " - [ 1{-1}""(PUT=BLK)<ara,0,0>;

"2991}[le] - "o} "(LEMMA=.le, BF=_le, LEX=P, POS=PRE, LST=WRD, PAR=MO0, FRA=Y0, att=@on,
rel=PLC)<ara,255,0>;

" " - [ 1{-1}""(PUT=BLK)<ara,0,0>;

2418} [J)] - "J}""(LEMMA=J), BF=J), LEX=D, POS=ART, LST=WRD, PAR=M0, FRA=YO0, att=@def)<ara,255,0>;
"105898568" {39202} [Aka] - "ila"(LEMMA=4ka, BF=iki LEX=N, POS=NOU, LST=WRD, GEN=FEM, NUM=SNG,
PAR=MI, FRA=Y0, ABN=ABT, ALY=ALI, ANI=NANM, CAR=CTB, SEM=CGN, SFR=K0)<ara,169,15>;

" " - [1{-1}""(PUT=BLK)<ara,0,0>;

2418} [J)] - "J}""(LEMMA=J), BF=d), LEX=D, POS=ART, LST=WRD, PAR=M0, FRA=YO0, att=@def)<ara,255,0>;
'302971469" {44872} [42 ] - "4 pas"(LEMMA=¢ »as, BF=¢ »as, LEX=], POS=ADJ, LST=WRD, GEN=FEM,
INUM=SNG, DEG=PST, PAR=M466, FRA=Y0)<ara,100,1>;

Figure 10:Re-tokenization of the wrongly tokenized adjective

The output of the tokenization stage is as shown in Fig.11.

Pattern:[4 as][J[ JALS][IN] 1t [ TosoE]] 113 5]

Figure 11: The output after the tokenization stage
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The stage that comes after the tokenization is the transformation stage. In the transformation stage, the researcher has
built a set of T-rules to transform the natural language in Fig.13 into a parsed tree.

Liae
T [ Mhpalseina] [Hi0d) [tle” [** LA "ihd® i 0A] [

Figure 13:The natural language input before starting the parsing

The blank space should be deleted from the input in Fig.13 to prepare the sentence for the parsing step.So, a rule for
omittingthe blank space is used as in (2) which states that if there is a blank space beside a word, it should be deleted as in
Fig.14. The blank space between the verb “3y” and “0s)L is suppressed,and the rules will be applied recursively; the
blank space beside each node is deleted, so the final output after deleting the blank space from the input will be as in Fig.15.

(2) (Word, %y , “blk) (BLK , %02 ) := (%y , +blk);

| ("33 4":01] ["gayL":03] ["":04] ["Js":05. 1 ["":06] ["JI":07. 1 ["iks":08] ["":09] ["JI":10. 1 ["iypea™:11]

Figure 14: Deleting the space after the word “@s”

[Ol:"éé‘j] [03:"0})1'&"] ["05:"‘;‘;"] [|V07:lld‘] [08:"&5.]["10:Hd‘l1] [Hl l:llaﬁ)m]

Figure 15: Deleting the space in the NL input

In this phase, small constituents or trees are constructed for the small phrases (usually noun phrases) in the sentence and
then combined to form a bigger tree gradually until the whole sentence is analyzed. First, the noun “4k3” ‘plan’ will be
projected to the intermediate constituent (NB) as it is the head of noun phrases as in rule (3). Then, the adjective “A yas”
‘Egyptian’ will be projected to the intermediate constituent (JB) as in rule (4) then this intermediate constituent will be
linked to the definite article “J"to form the maximal projectionadjective phrase (JP) as in rule (5).Once the adjective
phrase is projected to this maximal projection, it will leave the list structure and constitute a part of the syntactic tree.

(3) (N, Word, "NB, “PROJ, %x ) :=(%x,+NB,+PROJ);
4) J,"PTP, *proj , %x ) = (%x,+IB, +proj );
(5) (ART,%y)(JB, %x , “pro) = (JP(“J", %y ;%x , +pro) , +JP , +GEN = %x , +DEF = %x , %01 ) ;

The constructed (JP) will be linked to intermediate constituent (NB)”4k3” ‘plan’ to build a bigger (NB) by the rule in (6)
as shown in Fig.16. As there are no other modifiers for the constructed (NB) “4inas 4l ‘Egyptian plan’ will be
projected to thecorresponding maximal projection (NP)by the rule in (7) as shown in Fig.17.

(6) (NB, %n) (JP,GEN=%n, def, %adjc) := (NB(%n ; %adjc ), +rel =mod , +NB , +GEN = %n , %01 ) ;
(7) (ART, %z ) NB(NB(%x ; %y),*NB, %01 ):= (NP(%x , -NB ; %z ), NP, %01 ) (%y ) ;

String View: | String View:

| <SHEAD> | <SHEAD>

| #L("03:"0ska",01:" G 5) | #L("03:"0ska",01:" G 5)

| #L("05:"Ae",03:" 05 k5. @on) HL("05:" e 03:" ¢ sl @on)

| #L("05:"le.@on,"07:"J.@def) | #L("05:"e.@on,:03)

| #L("07:"J).@def,:02) | NP:03(:02,"07:"J).@def)

| NB:02("01:,08:"4ks) NB:02("01:,08:"ik3)

| IP:01("13:"d, 112" ) JP:01("13:"",11:"% juas)
| <STAIL>

Figure 16: Building the intermediate constituent “4; »as 423 (NB)Figure 17: Building the noun phrase “& «aall 4il (NP)
The (NP) “4 e b3 ‘Egyptian plan’ is preceded by the preposition “l=”’on’in the Arabic input sentence, so it will be
linkedwith this preposition to form the intermediate projection (PB) by the rule in (8). There are no other modifiers for the
constructed (PB) “& yae iball e ‘on the Egyptian plan’ that will be projected to thecorresponding maximal projection
(PP)by rule in (9) as shown in Fig.18.
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8) (P, %p) (NP %adjc) := (PB(%p ; %adjc ), +PB, %01);
9) (PB, %x , “pro) = (PP(%x ,+pro ;+e, %y ),+PP, %01);

| <SHEAD>
| #L("03:" gy, La",01:"asl,)

| #L("05:,03:",,Ld)

| PP:05(:04,"":18)

| PB:04 ("05:" Je.@on, :03)

| NP:03(:02,"07:"JI .@def)

| NB:02 ("01:,08:" ikx)

| JP:01("13:"",11:" i, ,n0)
|  <STAIL>

| ["05: [03:"goeyLa™] [01:"Gdl o{}

Figure 18: Building the prepositional phrase “&; »aall &)l 1o (PP)and the remaining nodes in the list

The remaining nodes (the processing units) that are not linked to the tree structure are the proper name “0s,LSharon’
and the verb “G¥5” ‘agree’. “0s)4”’Sharon’ will be projected to themaximal projection (NP).The (PP) is marked as in
rule(10). The (PP) will be linked to the verb “3)s” ‘agree’ to form the intermediate constituent (VB) by rule (11), then this
intermediate constituent (VB) will be linked to themaximal projection (NP)“0s)W’Sharon’ to form the maximal
projection (VP) by rule (12).

(10)(V, TSTI, Y1, %v ) (NP, "subj, %x ) (PP, %y ) :=(+subj, %x ) (%v,V, TSTI) (%y, +Arg0 ) ;
(11)(V, TSTI, %v ) (PP, %comp ) = (VB(%V ; %comp , +comp ), +verb =%v ,+VB, %01 ) ;
(12) (%x , NP, subj ) (VB, %v) :=(VP(%v ; %x),%01);

| UW View:

| <SHEAD>

|  VP:08(:07,:06)
VB:07(345:01,:05)

I PP05(04 ""'18) | Scope Reference: :05
| PB:04(05:.k.@on,03) | Current NL string:""
| NP:03(:02,07:).@def) | Original NL string:[]
| NBOZ(XJ;AOS :01) | Attributes: PP, SCOPE,
| JP:01 (s pma:11,"J1":13) ,Arg.comp
| NP:06(c3,45:03,":20) | Parent scope::07
| <STAITI > |
Figure 19: The automaticsyntactic representation of sentence in Figure 20: The PP which is the complement of the verb “s”
a7 ‘agree’

The (PP) “4_radl 4adll e ‘on the Egyptian plan’ is the verb’s complement(Arg0)orthe argument of the verb “G&s”
‘agree’ which is indirect transitive verb (TSTI)as shown in Fig.20. The first NP “0s,L&”Sharon’ is the subject of the
verb(V) “@ils” ‘agree’. The subcategorization frame of the verb “@5” ‘agree’ was extracted automatically as:

[v, + [—PP]].

7  EVALUATIONS AND RESULTS
Currently, 17 SFs are detected and withlargerdata it is expected to detect more SFs. Ultimately, the researchers expect to
provide a large SF dictionary to the NLP community and to train dictionaries for specific corpora. The output has been
evaluated,the method that is adopted for the evaluation of the results is the F-measure. It considers both the precision and
the recall of the grammar to compute the percentage, according to the formula: F-measure = 2 x ((precision x recall) /
(precision + recall)).The accuracy level was high for the TSTI verbs, it was 98%, for the TST2 verbs, the accuracy was
also %98; however, for the TSTDverbs, the accuracy was 88%. The research faces many problems in the automatic
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extraction of the subcategorization frame of the verbs with the TSTD category because the tool fails in detecting the
boundaries of the phrases because of the apposition phenomena for instance.Examples of the extracted subcategorization
frames are shown in Fig.21.

TST2
TSDI | Arabic veih | Subcategorzation Frame | - 5L s
Arabic verb _|Subcategorization frame | lel - V. -[NP-_PP] [ Arabic verb | Subcategorization Frame |
[asi!] 151V, +PP[ uNP] iV, NP =] = W + 3]
T [ AV, «[NP+ uPP] |
LV, ~NP - . : :
s N T = = V.
bV, +[NP+NP] |
I ™ A W, * [NP+FF - =
=5V, +NP e _ 2 st =] el W, + [NP]
[==i] p——— - T g =2 W + [NP+.PP] |
oV, PPE -"?‘_?3 = = v, TN 5] kv, + [NP]
| =V, <PP[ NF] T
[ o=V, <NP[ ; clause] (= B3 II_\;p_ PP (=] =Y, + [NP]
sl —*': +PF .rf*'P] =] | =:V, +[WP) T Rl s + [NP]
Bl “PP{ VP i ex: V,  + [PP+FP] T —
LV, PP WVP] BA v TR O R - 7]
e iV, <PP[ LNP .
[sail] s [ =NP] o V. S [FREP| & &V, + [NP]
e e R 4 JiZ:V, + [PP]
(Gos] e , T[—NF] Ji5 V. Nothing [P PSP - NP
(G v, PR NP] By e
o vV, +PP[ NP A i V. NP [ LAV, + [NP)
T - A aa7 v + [NP+_PP]
dui W, +PP[ NP s =
[dog SV, PR S V. PPN T I R A
|dlaad s W, +Nothing = ey s - P
. wiltV, FPP[ 1,.NP] () V, + [PP+NP] [il] R W + [NP]
[=] [ w -plz;[ __\-'p'] ) SO = [NP] - 1 = =
- [G=] sV, - [NP+FP) (=] p v, + [NP]
<V, <PP[ LNP] Pt S
] IV, PPN pel PO Y. 4+ INPePP) fee] |V, DIV
T = V., =+ [PP+NP]
sV, +PP[ NP it - | : -
s L Be] i V. * [PPeRP] [l e W, + [NP]
[ LAV, ~[—NP] Ay: W, + [NP-FP]
(Al v, <BP[ NF] [ass] sV, [NPOFR] [ V. NP
Y Las- V. +PDT & T et P :
T sV, Pl?'_[._,aNP] (™) sl W, NP+ FP] o] e v £ VP
dean; W, +[—NP] - iV, ~PP[NP]
= DA%V, +PP[ NI B 238 gt V,  + [PP+PP] / + [N
] :' ':i:;[ T:;] =i V, + [:PP+NP) B R B
uaaxV, +PP[ 4 . i# N, + [NP+FP 5 ; :
- L A il P BV, e
=] =25 V. PRLNP) S '
]l oz V., )

Figure 21: Examples of the extracted SCFs lists.

8 CONCLUSION

This paper examined a new technique to automatically extract the subcategorization frames of Arabic verbs. This paper
showed that the technique works through tokenizing the input, then parse it and identify the cueswhich will be helpful in
identifying the main arguments of the verbs in each context. The identification and encoding of syntactic subcategorization
frames is an essential requirement in the construction of computational lexicons.The accuracy level was high for the TSTI
verbs, it was 98%, for the TST2 verbs, the accuracy was also %98; however, for the TSTDverbs, the accuracy was 88%.
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Abstract—The prime purpose of this study is to build prototype rules for analysing Arabic to enable computers
to understand the Arabic language. An important step in the language understanding process is constructing a
representation of the meaning of a sentence, so the study aims to mapping the syntactic relations with its
correspondence semantic relation. Universal Networking Language (UNL) as a language for computer enables
computers to process information and knowledge of a language. In order to fulfil the purposes of the study, the
researcher adopts an analytical descriptive approach where a grammar of three components using UNL;
Morphological, syntactic and semantic components was developed after building a dictionary and a corpus
containing 210 verb phrases are analysed using the IAN tool. The linguistic and coverage limitations have been
discussed. Finally, the F-measure, as a statistical analysis method is used to measure the accuracy of the
grammar as well as its level of adequacy and grammatical competence.

1 INTRODUCTION

Natural language understanding (NLU) falls into the interdisciplinary field of computational linguistics.
Allen (1987) describes several sides to this field. On the one hand, the technological aspect which is
concerned with building systems that are able to understand and produce natural language texts in order to
make computers smarter and more intuitively usable. The technological aspects are defined by sub-areas
such as the development of proper grammatical representations, parsing techniques and knowledge
representation mechanisms. On the other hand theoretical linguistics is more interested in producing a
structural description of natural language [1].

Understanding a natural sentence should come up with possible interpretations and choose one or more that
are most preferred in the current context by integrating information from various knowledge sources. The
temporal aspects that determine when each type of information is used is still unresolved issues in
modeling human sentence interpretation. Two alternative views have been proposed in psycholinguistic
comprehension models. The first view is characterized by serial or syntax-first models (first analysis)
which hold that syntax is processed autonomously prior to semantic information [2]. The second view,
represented by interactive or constraint-satisfaction models (immediate interaction) which claims that all
types of information interact at each stage of language comprehension [3]. Psycholinguistic studies of
human sentence processing address the temporal issues of knowledge application attempting to support one
side of the modularity debate. The modularity debate is a debate over whether certain decisions such as in
syntactic analysis are shielded from the effects of semantic or contextual information or whether they are
subject to immediate effects of such types of information.

An important step in the language understanding process is constructing a representation of the meaning of
a sentence, given the syntactic structure. Mapping from syntactic structures into a meaning representation is
referred to as semantic interpretation or semantic mapping. For this type of representation we need a set of
interpretation rules that specifies how to create a meaning representation from the syntax representation [4].

There are many syntactic theories, many semantic theories, and the interface questions look different for all
of them. Jackendoff (2002) suggests a view on which semantic structures and syntactic structures are
independently generated, and the interface conditions may be quite complex [5]. Most of the theories which
do use a compositional formal semantics are non-transformational. In spite of the many advantages of
transformational grammars, and their central role in the development of modern linguistic theory, they were
never computationally very tractable, nor formally elegant, nor easy to work with for models dealing with
how we process language word by word. Non-transformational grammars are compatible with
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compositional semantics include GPSG [6], HSG, and their descendants, several modern versions of
Categorical Grammar [7], Joshi’s Tree-Adjoining Grammar [8], and Bresnan and Kaplan’s Lexical
Functional Grammar [9]. Such theories are particularly popular within the computational linguistics
community, where great progress is being made, including much progress in computational formal
semantics.

Present-day research is not much concerned with general issues concerning semantic relations. It focuses
mostly on specific domains. Systems are designed to analyze texts in a certain field. They use lists of
semantic relations specifically tailored to capture salient connections between concepts in the domain.
Sometimes they also use lexical resources developed to describe the concepts in the field in question. One
of the best known examples is the FrameNet project at the University of Berkeley, California [10],[11],
[12].1t proposes case frames used to analyze texts pertaining to law. The case frames developed label each
participant in a specific type of legal event. The participants are extracted at the intra-clause level as
arguments of the verb. For example, the Criminal process frame includes reference to a Suspect which has
been arrested by an Authority, and against which are pressed Charges. Another project that has focused on
a specific domain is BioText, also at the University of Berkeley [13]. The project aims to identify the
relations between the entities in bioscience texts. The authors make use of an ontology of concepts built
from medical texts - MeSH (Medical Subject Headings). They mostly focus on the relations between
components of nominal compounds. Rosario and Hearst (2001) propose 38 relations, more specific than the
generic Agent , Object , etc., specific enough to be useful for their task, for example activity/physical
process (virus reproduction),change(disease development), cause (1-2) (food infection), cause (2-1) (flu
virus),defect (hormone deficiency), procedure (blood culture), etc.

SNOWY is a knowledge acquisition project developed by Fernando Gomez at the University of Central
Florida [14], that processes general texts. The semantic interpretation part of the project is based on a list of
thematic roles, an ontology of predicates connected to WordNet’s verb classes, in addition to connections
between these predicates and WordNet's ontology of nouns. The thematic roles (agent, theme, instrument,
etc.) apply to links between verbs and their arguments, and also to nominalized verbs along withtheir
modifiers.

Rapid Knowledge Formation (RKF) is a recently concluded project at the University of Texas at Austin
whose goal was to develop a system for building complex knowledgebase through the combination of
components (events, entities and modifiers) [15]. To describe the relations between these components, the
project makes use of a dictionary of relations that describe the interaction between two events (e.g. causal
relations), an event and the entities involved (e.g. agent, instrument), an entity and an event (e.g. capability)
two entities (e.g. part) or an event or entity and their properties (e.g. duration, size) . These relations cover
three syntactic levels and stem from Propbank. The system is used by experts in a certain domain to encode
the knowledge in their specific field.

AnCora, is a multilingual corpus annotated at different linguistic levels consisting of 500,000 words in
Catalan (AnCora-Ca) and in Spanish (AnCora-Es). Currently, AnCora is the largest multilayer annotated
corpus of these languages that is freely available. The two corpora consist mainly of newspaper texts
annotated at different levels of linguistic description: morphological (PoS and lemmas), syntactic
(constituents and functions), and semantic (argument structures, thematic roles, semantic verb classes,
named entities, and WordNet nominal senses). All of the resulting layers are independent of each other,
thus making it easier to manage the data. The annotation can be performed manually, semi-automatically,
or fully automatically, depending on the encoded linguistic information. The development of these basic
resources constituted a primary objective, since there was a lack of such resources for these languages [16].

Abstract Meaning representation (AMR) makes extensive use of PropBank framesets [17]. For example, it
represents a phrase like “bond investor” using the frame “invest-01”, even though no verbs appear in the
phrase. It is agnostic about how we might want to derive meanings from strings, or vice-versa. In
translating sentences to AMR, there is no dictation of a particular sequence of rule applications or provide
alignments that reflect such rule sequences. This makes sembanking very fast, and it allows researchers to
explore their own ideas about how strings are related to meanings. AMR is heavily biased towards English;
it is not an Interlingua [18].
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This paper is divided into four sections; section 2exhibits the formal framework of the study; formal rules
and tool, section 3 discusses the linguistic framework behind the syntax semantics interface; syntactic and
semantic approach as well as relations, section 4 presents the linguistic resources used to make the study;
corpus, dictionary and grammar, section 5 discusses the limitations of the study and evaluation. Finally,
section 6 concludes the paper.

1 FORMAL FRAMEWORK

Human languages have three main components which enable people to communicate with each other, using
their brains as the language processor for those components. The adopted framework called Universal
Networking Language (UNL) follows the same logic; consisting of three components that simulate the
same components as human languages. The first component is words which are used to express concepts,
in the UNL framework they are called "Universal words", also referred to as UWs that are inter-linked with
each other to form the UNL expressions of sentences. The second component is the links, which is called
"relations" in the framework; they specify the role of each word in a sentence. The third component which
is the subjective meanings that are intended by the author are expressed through "attributes" [19]. Every
language has its own grammar which describes and governs the linguistic behaviour of the structures of
that language. UNL as a language for computers should have its grammar that describes languages in a way
that computers can understand; it is the UNL formal grammar.

In order to form a semantic UNL graph, nodes; words are inter-related by relations. Inside each relation,
nodes are isolated by a semicolon (;). In the UNL framework, there can be three different types of relations;
they are explained in table (1):

TABLE I

THE DIFFERENT TYPES OF RELATIONS

Relation type Definition Form format
Linear relations (L) Express the surface structure of | binary L(X;Y), or (X)(Y)
natural language sentences.
Syntactic relations Express the deep (tree) structure of | n-ary rel(X;Y)

the natural language sentences, they
are not predefined, due to the free use
of syntactic theory.

Semantic relations Express the structure of UNL graphs, | binary rel(X;Y)
they constitute a predefined and
closed set that are stated in the UNL
specs [14].

The system needs a tool that encloses the three components in order to simulate the understanding process
that takes place in the human brain. The analysis engine that enables the computers from NLU. IAN' [20]
is a natural language analysis system that represents natural language sentences morphologically,
syntactically and semantically in the UNL format, the application’s interface is shown in Fig. 1.

"http://dev.undlfoundation.org/analysis/index.isp
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Figure 1: The interface of “IAN”

2 LINGUISTIC FRAMEWORK

IAN is a flexible environment for linguistic description which can provide a linguistic description for
Natural language texts using any linguistic theory [20]. On the syntactic level, any sentence can be
analyzed using either the constituency based approach as shown in Fig. 2a, or the dependency based
approach as shown in Fig. 2b.

/""5‘-—_-"'-‘.___ -
NP VP N N
D N Vv N D
a. This tree  illustrates cnnsli-luen::}f. b. This tree illustrates depeﬁdeuc}-ﬁ

Figure 2: constituency and dependency representations

IAN’s grammar environment allows both approaches for writing grammars. For the paper in hand, the used
approach is the dependency based approach [22].

The potential benefits of using dependency-based representations in syntactic parsing, as opposed to the
more traditional representations based on constituency. According to Coving ton (2001), dependency
parsing offers six advantages [23] :

- Dependency links are close to the semantic relationships needed for the next stage of
interpretation; it is not necessary to “read oft” head-modifier or head-complement relations from a
tree that does not show them directly.

- Dependency tree contains one node per word. Because the parser’s job is only to connect existing
nodes, not to postulate new ones, the task of parsing is in some sense more straightforward.

- Dependency parsing lends itself to word-at-a-time operation, i.e., parsing by accepting and
attaching words one at a time rather than by waiting for complete phrases.

- Dependency relations are close to semantic relations, which facilitate semantic interpretation.

- Dependency representations are more constrained (less complex), which facilitates parsing.

- Dependency representations are more suitable for languages with free or flexible word order.
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3 LINGUISTIC RESOURCES

The following sub-sections explain the linguistic resources used to conduct the study. The data collected
for the study should have some specific parameters and size which is described in the corpus subsection.
The dictionary built for that corpus follows some specifications in terms of the dictionary format and the
features needed in building the grammar is explained in the dictionary sub-section. The grammar
subsection describes the grammar modules, explained with the example in (2).

A. Corpus
The data is composed of verb phrases that include the selected Arabic verbs. The selected verbs are
translated from AnCora 2.0 corpora (see section 1). The semantic annotation of verbal predicates in this
corpora implies the systematic mapping between syntax and semantics, basically expressed in the argument
structure in Spanish and Catalan.

The corpus is collected from the Egyptian newspaper; Al-Ahram 1999 as it is considered as being
representative of modern standard Arabic. The pages of Al-Ahram are collected on the Arabicorpus
website; arabiCorpus” allows the researcher to search in large, untagged Arabic corpora. 'Untagged' means
that the words in the corpora have not been assigned to a particular part of speech. ArabiCorpus is divided
into five main categories or genres: Newspapers, Modern Literature, Nonfiction, Egyptian Colloquial, and
Pre-modern. User can search any text individually by using the Advanced Search mode. You can even
search all of the texts at the same time. It allows search in combined, individual or all texts. The total
number of words of the whole ArabiCorpus is: 173,600,000.

In order to collect an appropriate size of data for linguistic analysis, the size of the corpus to be analyzed
has to be precisely estimated: it should not be too small, because it would raise the risk of not containing
enough data. On the other hand, the corpus should not be too big either, since the time needed for analysis
has to be also taken into account when planning corpus building. Sentences are 8 words long to contain all
verbs arguments with their modifiers. The average number of sentences is 5 sentences to study each verb
differs according to the nature of the verb itself; if it is an intransitive verb, the number of its arguments is
less than the transitive verb. The corpus is divided to two sub-corpora; training corpus and test corpus. The
training corpus is 150 sentences which cover the proposed verbs classification (see section B). The test
corpus contains 60 sentences to test the grammar that is built using the trained corpus.

B. Dictionary
The analysis dictionary is linking nodes of the natural language text to the entries of the NL dictionary in
the UNL dictionary format in Fig. 3. It is a word-based dictionary.

[NLW] {ID} “UW” (ATTR, ...) <FLG , FRE , PRI =; COMMENTS

Figure 3: The Format of the UNL dictionary

where:[HW] is the lexical item of the natural language,[ID ] is the unique identifier (primary-key) of the
entry, [UW]: is the Universal Word of UNL, For this study, it contains an Arabic word to be appeared in
the final output as an understandable word,[ATTR]: is the list of features of the NLW. It can be a list of
simple features: NOU, MCL, SNG or a list of attribute-value pairs: POS=NOU, GEN=MCL, NUM=SNG

732

Attributes are separated by “,”, [FLG] is the three-character language code according to ISO 639-3; 'ara’,
"Arabic" for instance. [FRE] is the frequency of HW in natural texts. It is used for natural language
analysis (NL-UNL). It can range from 0 (least frequent) to 255 (most frequent), [PRI]: is the priority of the
HW. It is used for natural language generation (UNL-NL). It can range from 0 to 255, and [COMMENT] is
any comment necessary to clarify the mapping between NL and UNL entries.

’http://arabicorpus.byu.edu/
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The researcher has choose to build this dictionary as word-based because it is more appropriate for the
analysis task. The dictionary includes all of the corpus words with their part of speech tags and the other
needed attributes as shown in Fig. 4.

[ae"{ 1 -} [2s"(POS=N, NUM=SNG, GEN=FEM, HUMANITY=NON HUM)<ar3,0,0>;
[ods"{1-}[<1="(POS=N, NUM=PLR, GEN=FEM, HUMANITY=NON_HUM)<ara,0,0>;

[h—e"{1-} [ —"(POS=AD], NUM=SNG, GEN=FEM)<ara,0,0>;

[ { 1-H o+ (POS=N, NUM=SNG, GEN=MCL, HUMANITY=NON_HUM)<3ar3,0,0>;
[Aa{ 1-}[ Lea"(POS=N, NUM=5NG, GEN=MCI, HUMANITY=NON_HIIM)<ar,0,0>;

[ " {1-}[ 2 -"(POS=N, PROPN, NUM=SNG, GEN=MCL, SEM=PLC)<ar,0,0>;

[o<"f1-}[J<"(V, TNS=PAS, COP, PER=3P5, NUM=SNG, GEN=MCL, VOI=ACY, TST, B, BS5)<ara,0,0>;
[.._-a_.'_-"{I~}[_.,_.x'(PHf;=N, NUM=5NG, GEN=MCL, HiiM)<ara,0,0>;

" {1-H.o"(POS=N, NUM=SNG, GEN=MCL, HUMANITY=NON_HUM)<ara,0,0>;

[4s3" { 1-}[4=3"(POS=N, NUM=SNG, GEN=MCL, HUMANITY=HUM_ROLE)<ara,0,0>;

[5="{1 -} ="(POS=N, PROPN, NUM=SNG, GEN=MClL, HUMANITY=HUM)<ara,0,0>;

[edgdaa™ £ -} ;8."(POS=N, NUM=PLR, GEN=FEM, HUMANITY=NON_HUM)<ara,0,0>;
[s4{1-}[5L"(POS=AD], NUM=SNG, GEN=MCL)<ars,0,0>;

[—a" {1 -}—«"(POS=N, NUM=5SNG, GEN=MCL, HUMANITY=NON HUM)<ara,0,0>;
[cun"{1-}[.»"(POS=N, NUM=SNG, GEN=MCL, HUMANITY=NON_HUM)<ara,0,0>;

[ { 1-}[25"(POS=N, PROPN, NUM=SNG, GFN=MCl, HUMANTTY=NON_HlIM)<ara,0,0>;

Figure 4: The Arabic Dictionary

Attributes concerning, part of speech ‘POS’, gender ‘GEN’, number ‘NUM” and humanity ‘HUMANITY”
are assigned to all nouns in the dictionary. While verbs follow a syntactic — semantic classification
described below, in table (2).The selected verbs follow the specifications of the semantic annotation of
verbal predicates in AnCora 2.0 corpora (see section 1). There are 24 Lexical Semantic Structures (LSSs)
compiled and described as appeared in the corpus, grouped around the 4 general event classes; states,
activities (or processes), accomplishments and achievements. According to the UNL formalism and
relations, verbs divide the event classes to three classes; states, activities (or processes), and achievements.
In the accomplishment verbs the subject is mapped to causer semantic relations which does not exist in the
UNL semantic relations. According to the UNL framework, especially with relations, the event classes are
divided to only three classes; states, activities (or processes), and achievements, as the subject of the
accomplishment verbs is mapped to the causer semantic relations which is not exist in the UNL semantic
relations; can be expressed by the agent relation and subsequently it is combined to the activities semantic
class. Also, LSSs became 15 instead of 24. An example of the omitted LSSs, the B12 “unaccusative-
passive-ditransitive” as passive verbs are not included in the corpus.

A, B, and C represent the semantic classes of the verbs, in other words which semantic verb class requires
its subject to be mapped to an agent, experiencer, or object. Ax (Al, A2,...,A7) represent the description of
the syntactic structure of the semantic class. For example, A4 requires a subject, direct object (N), and
indirect second object (PP).

TABLE II

THE ARABIC SYNTAX-SEMANTICS VERBS CLASSIFICATION

Semantic class Syntactic structure Mapping schema example
subject (A1) Agent O sabusall sba
subject-direct object (A2) Agent - object bl Qllal) b
subject-indirect object (A3) Agent - object A LA e (udaall 3815
subject- direct object — indirect 2™ | Agent— object - goal 480 5all e (ppibal pall diny SasY)

o object (A4)

Activities (A) subject- indirect object —direct 2™ object | Agent-goal -object A8 L) Al (e Al
(AS)
Subject- direct object —indirect 2" object | Agent — object - coobject | adl_8 oo 3 sl aglaass
(A6)
Subject- PP (A7) Agent - place s G oS il
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subject (B1) Experiencer JukYI S
subject-direct object (B2) Experiencer - object o2 gyl cal
States(B) subject-indirect object (B3) Experiencer- object Gin) il e juadl) (g 5ing

subject-direct object [amount] (B4) Experiencer- extension el 36 dla )l i i

Subject— predicate (B5) Attribute (a0j) Sl il Gy i O

subject (C1) Object sac @l Gl
Achievements (C) | subject-indirect object (C2) Object-goal Dilealldilia g

subject-indirect object (C3) Object-coobject Lias 5 yiebailidilal)

C. Grammar

The grammar has several modules such as; morphological, syntactic, and syntax-semantic mapping. The
following sub-sections will describe each of the aforementioned modules.

1) Morphological Module: As Arabic displays a wide range of inflection and derivation, it gives rise
to a large space of morphological variation. The UNL formalism is designed to segment any Natural
Language input according to the morphemes stored in the dictionary. This means that UNL deals with any
input as a sequence of morphemes (linearly). It cannot deal with the derivational aspect of Arabic in a two-
level approach (root + morphological pattern) [24]. Consequently, it is not possible to derive a word from a
root although the nature of Arabic morphology is non-linear. Therefore, both of the inflectional and
derivational aspects of Arabic should be dealt with concatenatively to be able to adapt Arabic to UNL.This
module is perform two tasks. First, for extracting the deep morphological form out of the surface form, for
example the two attached prefixes “d’which are the surface form for “J¥”.Rule (1-a) states that, if there
are two prepositions “J” that appear together as prefixes, change the second one to “J”.Another two
examples of extracting the deep form, first, the inflected verb ending “!s” when the connected pronoun
attached to it and became “ 5”; the “I” is removed, as in the verb “l L= Rule (1- b) is dealing with an
undefined word in the dictionary as it is in the surface form, so this undefined word which ends with “s”
and followed by the connected pronoun “Ww” should be changed to “!5” and retrieved from the dictionary
using the operator “?”. Second, when a connected pronoun is attached to a real feminine noun that ends
with "8", the "3" becomes "<" in the surface form. Rule in (1-c) extracts the deep form and retrieves it as a
noun from the dictionary. For example, the noun "4 2" is extracted out of "\iu 2" which include both the
noun and the connected pronoun """,

1) a. (“d” %x) (“d” 2ey)(N.%w)= (%x)(“JP, DET)(%wW);
b. (TEMP.” 1 %x)(CPRON, %y)= ("1 3"<" 5" %x.2V)(%y);
c. (TEMP,”/.+<4")(%y CPRON %y):=(%x,"8"<"Z ON)(%y);

The second task of this module is to remove the linguistic obstacles between words to make them ready to
be linked in the following module which is the syntactic module. These obstacles are blank spaces,
punctuations, the accusative suffix “)” , and definite article. Example in (2) explains how this module
works:

(2) 3_,:..‘.] Cyskald ii.‘.j..‘ Al _«..;.ﬂ.‘ﬂ ?J’ = \'_,_‘a...a:-
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M [ L[] ey (V, TS
mom o [1E-2)""(BLK)<ara,0,05;

g = [N TE-1FT T {POS= .
Mope™ — [eoe]{ -1} Tase™ (POS=,

wom — [}{-1}""(ELK)<ara,0,0>;

MW — [ A]{-1}", " (POS=FREE,
"~ [J{-i1}"(BLE)<ara,0,03;
Pua 31" — [paiW]{-1] szt ™ (PO3=
wom . — [I{-1}""({BLK)<ara,0,0>;
"laoic™ — [Taele]{-1}TTaale" (POS=
wom _  []{-1}""(BL¥)<arse,0,0>;
Miiga™ —  [Easa]{-1}"a0ya" (BOSE,
mom o []{-1}""{5LK}<ara,0,0>;
Moahal 1~ [oahel -1} gukal 5 (5
mom o [1{-1}""(BLE)}<ara, 0,05
A= [N IE-1}T T {ROS= .
"3y=" — [l {-1}785s" (POS=ALT,

r EE ¢Sl ] " ’ - r .

ETj<ara,d,0%;
= : = 4 M)<ara,d,0>;
=in)<ara, 0,0>;
i =FEM¥, M-CNG, PROPE, SEM=TP1C)<ara,0,03:
= = . HONHUOMy<ara,,0>;
= : O , HIME = J<ara,0,0>;
5=, GEN=FEM, FROPN, SEM=FLC)<ara,0,0>:
ET}<ara,0,0%;

= s GER= )<ara,0,0>;

Z3)<ara,0,0>;

Figure 5: The sentence words mapped to their dictionary entries
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In the beginning, the words of the input sentence will be mapped with their dictionary entries as in Fig. 5.
to prepare the nodes to be linked with a syntactic relation, the obstacles should be removed to facilitate the
assignment of the relations. For the sentence in hand, blank spaces and definite article represent those
obstacles. First, blank spaces will be removed using the rule in (3a). Second, definite articles “J” will be

combined to the nouns as in “«_=” or adjectives as in

129
]

o~ and assigns the attribute ‘DEF’ to the nodes

using the rule in (3b). After applying the rules of the morphological module to the nodes as shown in Fig.5,
nodes will be ready to be linked by the syntactic relations.

3) a- (%x)(BLK):=(%x);

b- (DET,”" %x)({N|J},"DEF,%y):=(%y,-DET.DEF);

The output of the morphological module in Fig.6 represents the words of the sentence in the form of a
hypothetical list relations ‘#L’. “:01°, “:18’, ..etc and unique IDs are assigned automatically to each word

in the sentence.

BL (e : 01, 0 pdi 2 15)
BL (=i ] ,vﬂj: )

BL (3206, gudkidl :05)
#L (i) 108, Lawls:10)
#L(Lewis:10, E_JJ a:12)
BL (4517, pudal §:74)
L (oudaw) §:14, 7 3231 :12)

Figure 6:

The output of the morphological module

2) Syntactic Module: this module depends on the morphological module; it uses the output of the
morphological analysis as its input. It is responsible for linking the words of the sentence with syntactic
dependency relations. The set of syntactic relations (syntactic tags) that are used in the grammar are those
used in the Quranic Arabic Dependency Treebank [25]as shown in table (3). The reason for choosing this
set of relations is that it is well-equipped to provide the technical means for describing any syntactic

behaviour properly.
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TABLE III

THE DIFFERENT TYPES OF RELATIONS

Relation Arabic Name Dependency Relation Example
adj ida Adjective 5l
poss 4] Ciliaa Possessive construction RTINS
app Jy Apposition e il
spec e Specification lia 05505
subj Jeld Subject of a verb A K]
obj 4 Jsmia Object of a verb 2alis 0 sl
subjx IS Subject ot;) a; rst}i)étlceial verb or s 48
. . Predicate of a special verb
predx g o or particle Undidal Sl ols
gen BYBCETIPES Preposition phrase Al s
link Glaia PP attachment Gl LA
conj o ghaes Coordinating conjunction il Al
circ Jds Circumstantial accusative s Ol
emph A8 5 Emphasis el 8
sub EA Subordinate clause e Al AlSall
il e

The grammar deals with four main word classes as heads; nouns, prepositions, adjectives and verbs as
ordered sub-modules of the syntactic module; nouns sub-modules are located first in the grammar rules,
then prepositions, adjectives and finally verbs sub-module, . So, nouns in the sentence in (2) will be linked
together first. Then, head nouns will be linked to the verb as an optional or obligatory argument. The
grammar is designed to link heads with their modifiers; dependents, then heads with each other.

The grammar is designed in a way that considers that all definite nouns are heads, regardless of how it is
defined. It includes proper names, nouns with definite article, and the head of the possessive constructions.
For the sentence in hand, the relation ‘adj’ between the proper noun “uxauld” as the head and the dependent
adjective “s_~1” will be represented first using the rule in (4a) as “cxaud® is a head and the adjective is at
the end of the sentence and it is not modified by any other nodes after. As for the noun “453”, it is indefinite
noun that is followed by a proper noun “cshal 5o it will be considered as a head in the possessive
construction. Thus, they will be linked by the ‘poss’ relation using the rule in (4b). The noun “4s2” became
a definite noun through Idafa. Moreover, the same rule in (4b) will be applied to the nouns “4eale” and
“4l 3. The noun “4esle” is also definite and it is preceded by another definite noun “=3!”; a proper name.
Both definite nouns have the same gender and number and definiteness, so the grammar will consider this
construction as an apposition and link them with ‘app’ relation as in the rule in (4¢).

“)

a- (N.{DEFPROPNMoDaf} %x)AD]. DEF.GEN=Yox, %v){{"COO |STAIL} %c)=£L{%x , #<CLONE ; %c ) (adj{%4x; %ov), %03) ;
b- (N,”DEF,"PROFN , "PRON . “"CPRON , “MoDaf, "DEM , "QUA , "COMN , "ROL , “INS , %x) (N, “NP , "DEM ., “ROL, {DEF | COMN
PROPN | MoDaf}, %y ) (STAIL , %t ) =(poss(%x ; %y ), +poss, %01 ) #L(%x , +MoDaf, Zclone; %ot ) ;
c-  {(%x,"COP) (%n,N, {DEF |PROPN }) (N, “DEF, "PROPN , GEN =%n ,NUM =%n, %y ) (%w , {STAIL |PREP }) =
(app(Yey: Yen ), %601 )#L(%x ; Y%n ) (Yow ) ;
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Now, there are four unmodified and unlinked nodes in the sentence; “ay’, “call”, “ & and “Lud”,
The second sub-module will be applied to the sentence; prepositions as heads. The preposition “#"will be
linked to the noun “w«3” with the ‘gen’ relation as stated in rule (5). As the dependent “w+” is a name of
a place, the grammar will be able to predict that the preposition “ in this sentence is locative.
Subsequently, the LOC feature will be assigned to it.

(5) (PREP. {"=| "}, %x, "att=%v) (N, {TIM| PLC }, %n) (%w . {PREP | STAIL |N . MoDaf|N , DEF | N ,PROPN }) =
(gen(%x +LOC ; %n ), %02 )£L{%w , 2CLONE - e) :

After applying the first two models, three nodes are still unlinked which are the verb “gjma”, the noun
“c 211" and the preposition “s¥”. Thus, the rules of the third sub-modules will to be applied; verbs as
heads module.As the noun “<_=ll” agrees with the verb “glma” in gender, they will be linked by a ‘sbj’
relation using the rule in (6a). Finally, the remaining unlinked head nodes “as” and “#” will be linked
by ‘link’ relation, as the grammar considers that the locative preposition should be linked to the verb using
the rule in (6b). The final dependency syntactic graph is shown in Fig. 7.

(6) a- (V,"COP, “shj_assiged,%x) (N, GEN = %x, %y ) ({PREP | PART | STAIL | ADV |N, TIM|N, “NUM = %x | N, MoDaf| N , DEF
PROPN | ADJ, “DEF }, %e ) =#L{%x , +shj_assigned, #CLONE ; %e ) (sbj(¥x ; %y ), %03 ) ;
b-  (vV)(PREP |, {"'| " A"}, %x , “att="%v, LOC ) (%w , {PREP | STAIL |N ,MoDaf| N  DEF |N , PROPN }) = (link(%v ; %x ), %01)
#L(%w , *CLONE ; ¢) ;

[S:18
{orgl
Fondl gulaald Td3 Zaole gadll 4 opaldl las
[/org}
funl}
link (Jdeao: 01, 3:08)
Sb (e 01, pmdi 118}

gen {-8: 08, waidi 1 08)
adj (gubadiz 14, 5 adiz19)
app (s be:10,wakll :08)
Poss (Ldyaild, Gudenddiz14)
poss (Laels:10, Dya:l2)
[funl}
(/5]

Figure 7: The syntactic dependency graph for «3_all ¢plauld g3 daale (il (8 G all LLay”

3) Syntax-semantic mapping Module: the task of this module is to transform the syntactic graph
to a semantic graph; map each syntactic relation to its corresponding UNL semantic relation. There are 46
UNL semantic relations in the UNL framework which are mentioned below in Fig. 8. The study does not
include the nominal semantic relations, as the focus is on the verb arguments rather than the noun
modifiers. Therefore, the final result will not include all of the relations that are mentioned below.

agt and ao] bas ben cag cac cnt cob con coo dur egu fmi frm
gol icl ins int iof man met mod nam ob] opl or per ple pif
It pof pos ptn pur qua rsn scn seq shd src tim tmf tmt to
via

Figure 8: the UNL semantic relation labels

There are three cases in mapping: one relation to one relation mapping, two relations to one relation
mapping and one relation to one word with adding a UNL attribute. For the sentence in hand, only the first
two cases are presented.

e One Syntactic Relation to One Semantic Relation Mapping: since that the adjective and the second
element in the possessive construction; 4l —sbad' are considered to be a modification of an entity, all
‘poss’ relations between nouns will be mapped with ‘mod’ semantic relation; the relation between “4eale”
and “d5> as well as the relation between “41s>” and “cpbuld” as stated in rule (7a).Furthermore, the ‘adj’
relation between “Uiband® and “s_al”will be mapped to the ‘mod’ relation as in rule (7b). The ‘app’
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relation between “3l” and “4eale” will be mapped with “a0j” semantic relation, since ‘aoj’ is used to
express the predicative relation between the predicate and the subject using the rule in (7d). For the ‘sbj’
relation between the verb “ L= and the noun “w_ =", it depends on the syntax-semantic verb
classification in the dictionary. This verb is from the class A which implies that its subject ‘sbj’ is mapped
to the agent semantic relation ‘agt’ as in rule (7c¢).

QNS

c-

d-

adj (N, %x ; ADJ , %v ) =mod(%x ; %v ) ;

poss (N, %x; {N | PRON }, %y ) =mod(%x ; %v);

sbj (V, A, %x;%v) =agt(%x; %v);
app (%ex ; %y ) =aoj(%x ; %v ) ;

e Two Syntactic Relations to One Semantic Relation Mapping: the prepositional head in the relation
between “&” and “w=8l is a dependent in the relation between “ = and “2”, so both of these
relations will be mapped to the ‘plc’ semantic relation between “ =y and “w«31”, The preposition is
expressed through the place semantic relation by using the rule in (8). Fig. 9 shows the final semantic
representation that is obtained by IAN tool for the sentence in (2), while Fig. 10 is the graphical view

for Fig. 9.

(8) link (V, %x ; PREP, *att = %x , %y ) gen (PREP , LOC, %r ; N, ATIM , %t ) :=plc(%X ; %t ) ;

[5:18]
{org}

{forg}
{unl}

Pamdl Galald Edps Zawle wadll L8 ol las

Bgt (e 1 01, prd i 1 15}
ple (et 01, wdsdr :08)
aod (dasls 1 10, wdsdr :05)
mod | dww w10, Adga:12)
mod(didss:l2, gudandi:14)
mod {gudawdb: 14, 7 i 1 15)

{/unl}
[/51
Figure 9: The UNL semantic representation (IAN output) Figure 10: the UNL semantic graph
. One Syntactic Relation to One word with attribute Mapping: if the head is an adverb or a

quantifier and the dependent is a noun that is linked by the syntactic relation ‘poss’, the noun will take the
UNL attribute of the head. For example, in a structure like “<iSll =ey” and “Gs8 J&”, the UNL
attributes ‘@paucal’ and ‘@before’ will be assigned to the following words; “&s . @before* and

“Xl @paucal”.

Finally, the researcher can conclude that good syntactic representation leads to good semantic
representation. Table (4) represent the final syntax-to semantics results for mapping as found in the corpus

contains 210 sentences.

TABLE IV

THE MAPPING BETWEEN SYNTACTIC AND SEMANTIC RELATIONS

Syntactic Relation Semantic Relation example
agt )ﬁﬂ\QLAY\@Ei
sbj exp Qs palall S
Obj sr‘ﬂ L
obj RS
obj
ext Gile b G A Yl 3 yriud
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obj2 gol 3,0 2ess deaf el
src Lna s o o IS
pur u.\.\_gssad\‘_;r_ )}Sdldaiw&;ﬁ
ple e Y
coa ) e o s Al (L
Link (V) - gen
tim sladll 3 Gk LG
obj )Y e 38
coobj el e Jalll Juad
gol Ostaall 3 yall e ) ulla
obj O siall e ) giall
Link (N) -gen plc B e ALS jo z ) e aibiadll & piaill dad Jaiids
mod Al ylea
mod Ol g e 3 gial) o
poss @across,@same,@multal, - Jsall (o s¥ianans sl pagaal) ol - sl S ol (s
@ paucal, @before g Ao U8 (3 gl () g s - 0 S panidi B o jla ol
spec qua Gl lee GO il Caalus
@proximal S Ll 4 ) sl of bl
app
aoj Cadanld loalandl) & G jall Loy
SUBJX-PREDX aoj i) e Jaa (5alS 4y el il 5l daga i<
mod el Bate (31 yal) Cand L ey Al Ayilantl) AlSiall 028 Canpal
sub
obj Sl of 4l ) salls
adj mod Al S Yl
Conj-conj and 5 Sl 5 dd gllall caliall (pe pranal
emph @confirmation o glelad Jleal) s oI

4 LIMITATIONS AND EVALUATION

The limitations of this study can be divided into two categories which are coverage and linguistic
limitations. Concerning for the problem of coverage, the study is focusing on verbs and the syntax-semantic
mapping of their arguments, this why not all of the UNL nominal semantic relations have appeared in the
selected corpus such as ‘iof’; “an instance of” and ‘pof’; “part of” relations. As for the linguistic
limitations, there are some syntactic relations that were not mapped with their corresponding semantic
relations. The verb “<Sw” is an intransitive verb; however, an unexpected occurrence have been found in
the corpus “a280 (e &usiadl @S which is syntactically expressed as shown in Fig. 12. The preposition
“oe” should be linked to the verb “<£.” and not with the noun “a~ia”; however, this verb is encoded as
an unergative verb and doesn’t have a sub-categorization frame introduced by “u=”, so the preposition is
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linked to the nearest head node after the verb. Subsequently, the link relation between "&asiall" and "oe" -
gen relation between "¢e" and "»28" going to be mapped to the ‘cnt’; content relation which is not
representing the suitable meaning, as in Fig. 11. The corpus includes similar cases of wrong mapping for
the verb arguments which cause a mistake ratio about 5 %.

[5:30]
{org} [5:30]
aif 1l Ge Saaiall atfe {org}
[/org} eIl ge Seniall afw
[unl} {/org}
link (Samiads: 10, ge:05) {unl} B B
gen (e 06, M1 :11) ent (Susiadl 10, p¥sIr:11)
sb3 (&Sw: 17, &umicadl :13) exp (asw: 01, Suziadi - 13)
{/unl} {/funl}
/5] /5]
Figure 11: The syntactic graph for “asll (e Gaadal) cSuw” Figure 12: The semantic mapping for “a3S! (& &iaalall csw?

The F-measure is primarily considered for the purpose of measuring the mapping grammar accuracy and
precision. It integrates two folds: precision and recall, according to which calculations are performed.
Precision is the number of correct results divided by the number of all returned results; whereas, recall is
the number of correct results divided by the number of results that should have been returned. The
upcoming formula explicates the way F-measure is computed:

F-measure = 2 * ((Precision x Recall) /Precision + Recall))
=2*((0.98x0.91)/0.98 x 0.91)) =94.8 %

The grammar displays a high level of success and performance; accuracy of results amounts to 94.8% of
the total number of structures analyzed. That is, merely 5.2 % of the corpora fails to be correctly mapped to
the semantic representation.

5 CONCLUSION

Building a complete computational system of language understanding is a difficult problem. The task of
sentence understanding requires a variety of different types of knowledge; morphological, syntactic and
semantic knowledge. In this paper, a text understanding system has been presented which have a flexible
architecture that allows any and all available knowledge to be exploited to produce the best interpretations
from the available sentence and knowledge available. We have presented the algorithm it is based upon, by
examples and discussed the cognitive and computational motivations for the system. The pyshco-linguistic
temporal view of Frazier and Fodor which is characterized by serial or syntax-first models (first analysis)
has been applied automatically by building the syntax grammar module using the UNL formalism to work
alone first, then the mapping module to be applied second, to enable computer from natural language
understanding. The built grammar has to be tested in a larger corpus to be more reliable and robust to be
more useful as a Natural Language understanding system.
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Abstract—This paper aims to build a spoken Arabic corpus for Egyptian children. This corpus is special in many ways.lIt is the
first corpusofa spoken Arabic forEgyptianchildren. It is acollection of longitudinal child language data.lt is a speech- based
corpus transcribed from recordings of spontaneous conversations. This spontaneous speech transcribed later using the CHAT
format as described in the CHILDES(Child Language Exchange System)database. It provides data in consistent fully
documented transcription system. The corpus text files transcribed from 10 children (5 boys -5 girls) aged in range from 1.6
(one year and half) to 4 years with about 5 hour recordings.We obtained audio recording of thirty minutes spontaneous speech
which produced by children in natural settings. The children divided into five Age groups according to their age. Each group
was increase by five months.The recording of children was by a transcriber and parents. The transcripts of spoken
interactions providea vast amount of useful data for linguistic, psychological, and sociological studies of child language.Audio
data presented in WAV file format. Broad phonetic transcription wasmanually by using CHILDESUnicode and chat program
codes of transcription. Transcription based on orthographic conventions of English using IPA symbols. Approximately 15 GB
of audio file transcribed.The size of the corpus is nearly 25,645 utterances based on audio files by 10 children.

Key words:child corpus, CHILDES database.

1 INTRODUCTION

The primary motivation for corpus building has been to provide the data needed to address certain theoretical issues. In
particular, corpora have been useful for examining the language as well as characteristics of the input language learner
typicallyhears. Corpora of child are invaluable in supporting specific claims within theories of language acquisition. It is
possible to use general language corpora as afirst-degree approximation to the input that children receive. [1]Make
effective use of a corpus of the wall street journal in this capacity. The shared database can led to advances in
methodologies and theory.The easy availability of language corpora and their processing tools have opened up many new
areas of language research, which were unknown to us even a few decades ago. Language corpora and the results
obtained from them have put intuitive language study under strong challenge. In most cases, intuitive observation
provedwrong or inadequate when compared with the findings from corpora. Thus, corpora have proved their utility in
empirical language analysis, theory making, as well as in theory modification that were missing in intuitive language
study. Corpora have great applications in language research. The importance of corpora to language and linguistics
studies aligned to the importance of empirical data. Empirical data enable the linguist to make objective statements,
rather than those, which are subjective, or based upon the individual's own internalized cognitive perception of language.
As language and linguistics studies cannot rely on intuition or small samples of language, they require empirical analysis
of large database of texts as in the corpus-based approach. Corpus-based methods can used to study a wide variety of
topics within linguistics.

Language corpora have long provided a rich source of information about child language. It was appeared in form of
diary studies [2] and continue development till today in form of database [3],[4] and tools for computerized corpora
(e.g.,[5]), which has led to a recent surge in child language corpora. All the research trends now use computerized data
exchange system. Build child language corpora raised as the revolution of computer technology and tools. Thirty-two
languages around the world build its child corpora and contribute it to CHILDES(CHIId Language Data Exchange
System)database. CHILDES assist in the development of the field of language acquisition research in two major ways.
First, the process of systematizing the database for the field will produce a variety of methodological contributions.
Secondly, analysis based on processing of the database should be able to classify a wide variety of empirical issues that
can lead to the advance of theory construction.The availability of The CHILDES project has great effect on the field of
language acquisition research.In addition to, the increase affordability of audio recording equipment, computers and
memory that made revolutionary changes in the way of research conduction in the child language field and enhanced the
usability of these corpora for addressing research questions at multiple level of linguistic structure (e.g. phonology,
morphology, and the lexicon). The CHILDES project is an initiative, which collects transcription datasets from different
studies of child language. Any researcher who has made transcriptions of child language can contribute their data to the
CHILDES database. It becomes freely available to the entire research community via the project’s website [6].
Moreover, the contributed datasets was available in a standardized encoding format CHAT. There are significant
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contributions to the literature on child language based on some dataset that is now part of CHILDES. The replication of
the findings in these studies is very high. We can download any CHILDES data and check any claims. CHILDES
database is valuable for two possible reasons. First, child language data is difficult to collect and the reuse is not easy.
Second, the extensive ethical and legal permissions that obtained when a researcher collects samples of child language.

In Arab countries, there are only two Arab countries such as Qatar and Emirates built their child language corpus
database and make it available through websites. Unfortunately, Egyptian Arabic corpora for children not built. One
reason makes us build Egyptian corpus for children is that there is no previous Egyptian spoken corpus for Egyptian
children. This enthuse us to work on this research. We need to develop child corpora in Egyptian Arabic for two
needs.The first need is to develop Corpora of child language, whichare essential for investigate the development of child
language. The Second need is to document child languagein a standard transcription format CHAT that helps to share
data. Transcription was originally a process carried out manually, i.e. with pencil and paper, using an analogue sound
recording stored on, e.g., a Compact Cassette. Nowadays, most transcription is on computers. Recordings are usually
digital audio or video files, and transcriptions are electronic documents. Specialized computer software exists to assist the
transcriber in efficiently creating a digital transcription from a digital recording. The most widely transcription tools used
in linguistic research is CLAN (Computerized Language Analysis).CLAN is produce by the CHILDES, whichprovides
tools for studying conversational interactions, as well as serving as a repository for language corpora from around the
world. CLAN is a software program that used to transcribe sound files using a standard set of rules called “CHAT
format.”

In this paper, we construct a spoken Arabic corpus for Egyptian children that based on spontaneous conversation between
young children and/or parents, researcher. This work will contribute withthree main contributions.First,it is the first
Egyptian corpus for children. Second, all the files are in separated text file in a standard transcription format CHAT.
Third,it is constitute a corpus that compile to CHILDES database

2 DATACOLLECTION

A speech sample was a spontaneous speech in unstructured interview. Data elicited through conversation, naming object,
pictures around the child in his environment.We usedthe things that children normally use rather than something new,
and describe what they were doing while playing. We encourage natural interaction to include all styles such as set with
child in his class, playing with the child, interacting while mother, and or teacher teaching various things. Interview
increasingly structured when the child was able to produce morphemes e.g. when the child was produced singular noun
the investigator and/or mother asked him about plural competence... and so on. Data collected in nursery by investigator
(six children), and four at home by mother and/or mother and investigator.

A. Bases of Corpus Data Collection

The corpus data collectedin terms of gender control.We took five boys and fivegirls.The corpus data collected based on
spontaneous speech between investigator and /or mother and children. Therecorded corpus based on longitudinal data.

B. Materials

The materials used by investigator and/ or mother to facilitate spontaneous speech production were toys, objects, picture
books and stories or just talking without any specific topics. In young children, the activities were children’s daily life at
home such astaking shower, wearing clothes. The child must recognize whatever the materials used. We use anything
that children normally use rather than using something new.

C. Participants

Ten children (Five Boys and five) were participated in this research. The children selected randomly with no history of
delayed language orhealth problems. All children were normal and their first language is Arabic. The children ranged in
age from 1.6 to 4 years (mean age 2.77). They divided into five Age groups according to their age. Each group was
increase by five months. Group one: from one year and half to two years, Group two: from two years to two years and
half, Group three: from two years and half to three years, Group four: from three years to three years and half, Group
five: from three years and half to four years.These groups shown in tablel below:

TABLE |: AGE GROUP RANGE

No Age range | Number of children
1 1.6-2 One hoy one girl
2 2-25 One boy one girl
3 2.5-3 One boy one girl
4 3-35 One boy one girl
5 35-4 One hoy one girl
Means 10
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D. Settings

We took audio recording of spontaneous speech produced by children in natural settings, whether in child home or
kindergarten.

3  THE RECORDING OF THE CORPUS

Recording took place in a quiet room. The presumed time of recording for each child is to be 30 minutes with total
approximately five hours. The length ofinteraction was varying. In young children below two years, recording was on
intervals because young children were easily frustrated and much moveable and needs many things during recording such
as go toilet or eat. In only one youngboy who is age below two years his mother recorded his speech at home and
investigator continue recording at nursery. Another young girl who is age below two her mother recorded 15 minutes
and continues 15 in the next day. Recording held by using high quality recorderSony/WM-GX322 and tapes for seven
children and three children directly recorded digitally through phones. Each child was informed that heor/she will
recorded his or/her speech. All children were happy during recordingtheir speech, play with cassette and/or phone, and
wait to hear their voicesafter recording. After recording, the children’s audio data saved on computer. Transcripts of the
recorded speech made later.

4  PROBLEMS IN DATA COLLECTION

Since collecting data is very large task, because the process of transcribing naturalistic samplesis extremely time-
consuming activities. Each child took about 32 hours for transcription with total 320 hours of transcription, with
average32hours. We were manually transcribed approximately 25,645 words for all 10 children. This inevitably restricts
the amount of spontaneous data that collected and result in the researcher relying on relatively ten samples of child’s
data.We sum the total number of transcribed words for each child, as shown in table 2.

TABLE 11
SUMMARY OF STATISTICS OF THE CORPUS DATA

CHILD Age Line Number of | Number | Total
number | investigator | of child
items items
1 1.7.2 1049 1070+ 311 384 1765
Mot + Inv

2 1.9.20 961 1122 385 1507
3 2.2.18 1345 1448+ 760 706 2914
4 2.4.19 1304 1882 1105 2987
5 2.10 833 1351 627 1978
6 3.0 1272 1949 1277 3226
7 3.5.9 737 657 2402 3059
8 3.5.20 2491 1380 1321 2701
9 3.7.12 1116 1686 1158 2844
10 3.8.1 960 1252 1412 2664
Total 12068 14868 10777 25,645

5 METHOD

In this section, we will explain the procedures used and summarize of the steps used in data collection. First we had a
permission from the child’s mother and/or headmaster of kindergarten fortunately all the mothers and all the headmasters
of kindergartensagreed to let their children participate. We spent half an hour in the class interacting with all children
gave them candies and sweets to feel familiar. Then we took the child and set in quite room. We audio recorded one
young childwho is agel.7 spontaneous speech with his mother. We record one, and/or two child per time. There is no
pressure on the child to continuerecording every child show pleasure and acceptance to record. They were happy with
cassette recorder especially and the wait to hear their voice after recording. We took notesafter recordingregarding
comments on child pronunciation or articulation. In one subject, the investigator set with mother to assure and revise the
pronunciation of some words produced by her child. In another child, the researcher asks the mother to write the script of
the conversation and the situation of her child recording who is an agel.9 year to check the pronunciation.

6 DATAPRE-PROCESSING

A. Preparing CLAN Software

First, we download the installation files for CLAN from [7]. When we download CLAN, we get CHAT along with it. The
CHILDS directory has subfolders: the main ones are CLAN, LIB, and MOR. We also put media file inside the CHILDS
directory.After we opened CLAN program we set the working and lib directories before running CLAN. The CLAN
window and command window looks like as shown in Fig. 1.
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Figure 1: CLAN window.

B. Sound File Editing

We have data from tapes and memory cards. We transferseven recorded children’s audio data from tapes in computer
(laptop) by using a cable from cassette to computer (laptop) and saved the sound files. We install three reordered
children’s audio data from mobile memory by using cable. Audio data file should be in .wav format. We used cool edit
program to save the file in wav and reduce the big size of file.For example, the size of one child sound file before cool
edit was1.34GB and after we applied, become 345MB.In addition, the file rates become 48 Hz, which required for open
the file in CLAN program. We use audacity program to remove noise from some audiotaped recording. The 10 digitized
sound wave files saved in the subdirectory folder of CHILDES. Moreover, we installed quick time program to enable
listen to audio file.We put all the sound files inside the subdirectory folder of CHILDES. Therefore, the program easily
finds files when we transcribe it.

C. Text File in CHILDES Format

The sound files transcribed into text files in CHAT format. Our transcriptions conventions follow the CHAT-
conventions of the CHILDES database. CHAT is an acronym for Codes for the Human Analysis of Transcripts. The
CHAT format specifies a set of rules for transcription and specifies which additional meta-information provided with a
transcript file. CHAT provides both basic and advanced formats for transcription and coding. The CHAT system
provides a standardized format for producing computerized transcripts of face-to-face conversational interactions. These
interactions may involve children and parents, doctors and patients, or teachers.

There are three major components of a CHAT transcript: the file headers, the main tier, and the dependent tiers Headers.

A. Headers
CHAT uses five types of headers: hidden, obligatory, participant-specific, constant, and changeable. We will mention
below:

1) Hidden Headers:

There are three hidden headers appear before this header. These are the @Font header, the @UTF-8 header where all
files in the database use this header to mark the fact that they are encoded in UTF-8., and the @Color Words which
appear in that order.

2) Obligatory Headers:

CHAT has seven initial headers. The first six headers @Begin, @Languages, @Participants, @ID, and @Media @End
are obligatory for each file. The last one @End appears at the end of the file as the last line.

@Begin

@Language: ara

@Participants:  CHI Merna Target_Child, INVInvestigator
@ID: arajsample|CHI|3.8.1|female|||Target_Child]|
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@ID: arajsample|INV||||[Investigator||
@Media: Merna audio
@End

3) Participant Specific Headers:

The third set of headers provides information specific to each participant. Most of the participant specific information is
in the @ID tier.
@Birthplace of #:

4) Constant Headers:

Constant headers mark the name of the file and the background information of the children.
@Location:  kindergarten
@Time Duration: 12:30-13:30
@Transcriber;  Investigator

5) Changeable Headers:

Changeable headers contain information that can change within the file. Changeable headers occur at the beginning of
the file along with theconstant headers.

@Activities: Asking Question, Naming objects, telling stories

@Date:

@Situation

B. Tiers

The content of a file presented in CHILDS as tiers. There is a main tier and several dependent tiers for each line
(utterance).

1) Main Tiers:

The main tier is the most important tier because it is where the utterances listed. It is marked with an asterisk (*). After
the asterisk, there is a three letters speaker ID, a colon and a tab. The main tiers used in our Arabic corpus include the
following:

*INV: utterance of investigator

*CHI: utterance of child

*MOT: utterance of mother

*OTH: utterance of another child during recording

C. Dependent Tiers

Dependent tiers are optional additions to the transcript. These tiers begin with the % symbol and can contain codes and
commentary regarding what was said in the Main Tier directly above it. There are some basic rules for coding dependent
tiers. We will mention it in the following points.

1- Dependent tiers wrote on separate lines, because the extensive use of complex codes in the main line make it
unreadable.

2- All dependent tiers begin with the percent symbol (%) followed by a three-letter code in lowercase letters.

3-The dependent tier code is the percent (%)symbol, followed by a three-letter code ID and a colon such as”mor” for
morphology.

4- The text of the dependent tier begins after the tab.

This is an example of Sample file coded in CHAT format:
@Begin

@Language: ara

@Participants:  CHI abdrahmanfawzy Target _Child,  INV Investigator
@ID: arajsample|CHI|3.0|male||[Target_Childl||
@ID: arajsample|INV||||[Investigator||

@Location: kindergarten

@Transcriber;  Investigator

@Birth of CHI:  8-june-2000

@Age of CHI: 3.0

@Date of Recording: 8-June-2003

@Time duration: one hour and ten minutes

@Activities: asking Question, naming Objects, telling stories, conversation
@Source of transcription: audio tapes
@Media: abdrahmanfawzy audio
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*INV: ?Petae:ni ?

*CHI:  bossi

*INV: ?e:do:l?

*CHI: 0 [+1trn]

%act: the child looks attoys
*INV: ?e:do:l?

*CHI: huh?

@End

7  SAVING .CHAFILE

We saved transcriptfile with a complete set of header information with the exact same name as the audio, except with.cha
where .cha stand for CHAT fileformat. We saved the transcript file in the same folder. For example, Farah. Cha, Farah.
Wav. Then we started the full transcript.

8 LINKING TEXT TO AUDIO

The CLAN editing links transcripts with audio files.Linking text to audio is very important aspect of CHAT/CLAN. It
increases transcription accuracy and allows an infinite number of reviews or analyses of our transcript. In addition, it
allows us to export a given utterance to COOL EDIT, or PRAAT to do acoustical analysis of what we have recorded. As
the acoustic analysis reveals features such as speech rate, articulation of individual words, prosodic contour.

A. The Process of Linking

We will summarize the steps of linking text to audio:

1- First, we press the F5 key to begin linking causes a “bullet” to appear and the cursor move to the next line. We can
insert 10 to 20 bullets to start after that, we wrote a transcription related to the recording.

2- At the end of the recording, we type @End.

3- Each time we place the cursor by a “bullet” and press F4, we hear the segment of the recording linked to that line.

4- We press escape-8 for continuous playback. The CLAN highlights each utterance as it played.

5- We press F5 to see the transcript of the segments of the recording linked to the lines transcribed.

When we finished linking the file, the transcript will look like as shown in Fig.2.

- [newfile.cha]

m File Edit View Tiers Mode ‘Window Help
O | %[E:@ S 2

Figure 2: The transcript shape after finished linking the file.

9 GOALS OF TRANSCRIPTION

A transcription system is address two different audiences. One audience is the human audience of transcribers, analysts,
and readers. The other audience is the digital computer and its programs. To deal successfully with these two audiences,
a system for computerized transcription needs to achieve three goals.These three goals are clarity, readability, and ease
data entry.Our transcription conform the three major goals, which the CHAT format designed to achieve [8]. The three
goals of transcription are as the following:

A. Clarity

Every symbol used in the coding system should be clear anddefine real world referent. The relation between the referent
and the symbolis consistent and reliable. Symbols that sign particular words always spelled in a consistent manner.
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Symbols that sign particular conversational patterns should refer to actual patterns consistently observable in the data.
Another way of clarity is through the systematicity. Systematicity is a simple extension of clarity across transcripts or
corpora. Codes, words, and symbols used in a consistent manner across transcripts. Each code should have a unique
meaning independent of the appearance of other codes.

B. Readability

The goal of readability is more important than the goal of clarity of marking. The human language needs to be easy to
process, so transcripts need to be easy to read. In the CHILDES system, there are varieties of CHAT options that allow a
user to maximize the readability of a transcript.

D. Ease Data Entry

When the distinctions increase within a transcription system, data entry becomes increasingly difficult and sensible to
error. There are two ways todeal with this problem. The first method tries to simplify the coding schemeand its
categories. The problem with this approach is that the loss of clarity. Thesecond method tries to help the transcriber by
providing computational aids.Therefore,The CLAN programs follow this path provides systems for the
automaticchecking of transcription accuracy.

10 TRANSCRIPTION PROCESS OF AUDIO FILE

A. From sound File to text File

After we preparedall text file, all sound filestranscribed into text files. There are rules for making a transcription. The
programs expect transcripts to be in a particular way, or they will not run. Thus, we download a Unicode and use the
IPA symbol found in ‘keyman’ program from CHILDS site keyman [9] program to use in making transcription.Our data
transcribed and coded in the CHILDS format [10]. The keyman windows work on screen so it facilitates transcription
process. Our recordings transcribed based on orthographic conventions of English using IPA symbols to be easy to
access through database in internet.We used broad phonetic transcriptionto look at overall gross structure of the
conversation or the relative distribution of turns-at-talk amongst the participants[11].Most of the data included in the
CHILDES database document the development of a particular child without focusing on a specific issue. However, the
transcripts have been primarily prepared to investigate the development of lexical and morphosyntax phenomena.The
transcriber was the investigator and the checker. Extra speaker system used to amplify the sound for more clear sound
during transcription.The transcript sample looks like, asshown in Fig.3.

!H« BSL Vew Tien Mode Window Help

R

{@Begn

(@Lanaguge:  ara

(@Participants: CHI  Ziyadyasser  Target Child, INV
Investigator

(@ID:  aralsample|CHI|3;5,9male]| Target Child

{@ID:  aralsample|INV/| | lnvestigator|

{@Location:  Kindergarden

{@Tramsenber: Invetigator

{@Birth of CHIL: 22-October-1999

(@Ageof CHI: 3:59

{@Date of Recording: ~ 31-March-2003

{@Time duration: One hour

{@Activites:  Asking Question, telling stories, picture naming,
conversation

{@Source of ranscription:  audio tapes

{@Media: Ziyadyasser audio

*CHE: mef hesmaS 2xnz kedz »

¥INV: taje we hlteh Pamae Saejez Feegi maSaki »

*CHL Pmjwee»

¥INV: Pulteli fech 7o
*CHI: mis Serin [: Shereen] [*p] Plet hznrofiu Yeggenemnz
I
eady ]

Figure 3: Transcriptsample.

As the major goals of CHAT is to maximize systematicity and minimize inconsistency. Mapping the speech of language
learners into standard adult forms is not an easy task.Therefore, CHAT provides various tools that mark some of these
divergences of child forms from adult standards. CHAT is a powerful program as it tracks a wide variety of structures,
compute automatic indices, and analyze morphosyntacx. The basic units of CHAT transcription are the morpheme, the
word, and the utterance. There are rules to achieve the goal of consistency for word-level transcription. The programs
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expect transcripts to look a certain way. We will explain in the following sections the rules of consistency and codes of
divergences.

B. Transcription Code for Main Line and Basic Word

In this section, we will discuss the principles for transcribing words and morphemes in the main line. The main Lines
begin with a * and the three letters CHI indicate the speaker. After the three letters code is a colon and tab. CLAN
automatically put in an asterisk and a colon followed by a tab and then the bullet. The reminder of the main tier line is
composed primarily of a serious of words. Words defined as a series of ASCII characters separated by space. All
characters that are not punctuation markers areparts of words. The default punctuation set includes the space and these
characters are {, - . -; -?- I- [ ]-<>}. Not all these characters or the space not used within words. While non-letter
characters such as the plus sign (+) or the sign (@) can be used within words to express special meanings. The basic
words on Main lines are composed of words and other markers. Words are pronounceable forms, surrounded by spaces.
Most words are entered are found in the dictionary. The first word of a sentence not capitalized, unless it is a proper
noun. We will present some examples for CHAT conventions used in transcript files, as shown in table 3. To see more
example of conventions visit [12].

TABLE 11l
EXAMPLE OF CHAT CONVENTIONS
CHAT conventions for main Code Example
line
Special form marker @s: second- | *CHI: merci@s:f
language

Unintelligible speech XXX *MOT: ?e: dee ?

*CHI:  xxx.

*MOT: ?e:h?
Untranscribed Material Www *MOT: www.

%exp: talks to neighbor on the telephone
Action without speech 0 *MOT: beteSmeli ?e fi Fathalla ?

*CHI: 0

%act: the child is looking at the book
Phonological Fragments & *CHI: &f &f &f f0:??.
Non completion of word text(text)text | *MOT: we da ?e: d&? de 2esmu ?e: de?

*CHI: soS(ba:n)
Letters @l *INV: betaexo:d ?e:h ?

*CHI:  gim@] we zz:1@] ze?b
Assimilations [:] 2ekko:rsi [: ?elko:rsi]
CHAT conventions forspecial Code Example
utterance terminators
Trailing Off +... *CHI:  ?a&xo ?el?erd dz. bijetlal fo?? +....

*INV: tab boss ?elfi:l Ca:mel ?e:h
Interruption +/ *INV:  bijeSmel ?e: +/

*CHI:  we da bo:bi kema:n
Explanation [= text] *CHI:  ?=naz ?xkteb de [= pen]
Retracing *CHI: <?xne belewwen> [//]baelewwen

[n be?elem [*bel?elem] [*fiw]
Errors *CHI:  Cand ?Yettemr [ ?ennemr] [*p] we
[*] 2ettemr [: ?ennemr] [*p] Semme:l ?elfxb
maSe:h. [*p].means phonological error.

11 Conclusions

We introduceda construction ofspoken Arabiccorpus for Egyptian children. We introducedhow to transcribe data with the
most widely transcription tools used in linguistic research CLAN program.CLAN is a transcription editor with a large
functions produce by the CHILDES. CLAN used to transcribe sound files using a standard set of rules called “CHAT
format.”

comments that | needed through all stages of this research , for his constant encouragement to do this research the best
way | can. | am very lucky to work under his supervision and | am proud to be his student, he was so generous to teach
me exactly how to be a linguistics researcher
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