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Registration
Opening Session: Seminar Room, Central Biblioteque Building

Session 1:Seminar Room: Invited Paper 1:Computational Linguistics
Chairman: Prof. Dr. Ibrahim Farag
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Session 2: Seminar Room: Invited Paper 2: Speech Recognition |
Chairman: Prof. Dr. Ibrahim Farag

Arabic Speech Recognition: Challenges and State of the Art
Sherif Abdou
Faculty of Computers and Information Technology, Cairo University, Giza, Egypt.

Coffee Break (Conference Center)

Session 3 : Conference Center: Invited Paper 3: Arabic OCR
Chairman: Prof. Dr. Aly Aly Fahmy

Arabic Document Pre-processing and Layout Analysis

Hassanin M. Al-Barhamtoshy

King Abdulaziz University, Faculty of Computing, IT Department, Jedda, Saudi
Arabia.

Session 4: Conference Center: Natural Language Analysis
Chairman: Prof. Dr. Aly Aly Fahmy

1. MASAR: A Morphologically Annotated Gold Standard Arabic Resource
Sameh Alansary
Bibliotheca Alexandrina, Alexandria, Egypt

Phonetics and Linguistics Department, Faculty of Arts, Alexandria University,
Alexandria, Egypt.

2. Improving Alserag Arabic Diacritization System through Syntactic Analysis
Sameh Alansary
Bibliotheca Alexandrina, Alexandria, Egypt

Phonetics and Linguistics Department, Faculty of Arts, Alexandria University,
Alexandria, Egypt.
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Session 5: Conference Center: Language Analysis for Classification
Chairman: Prof. Dr. M. Younis EI-Hamalawy

1. Software and Hardware Implementation for Documents Classification
using Self-Organizing Maps (SOM)

Abdelfattah ELsharkawi *, Ali  Rashed **, Hosam EldinFawzan*

“Department of Systems and Computer Engineering, Al-Azhar University, Egypt

““Department of Electrical and Computer Engineering, Faculty of Engineering

Science, Sinai University, Egypt.

2. Semantic Approach for Classification of Web Documents
PassentElkafrawy, Dina EIDemerdash
Faculty of Science, Menofia University, Egypt.

Lunch

Session 6:Conference Center (Room A): NLP for Information Retrieval
Chairman:Prof. Dr. Hani Mahdi

1. Building Topic-Language based Index for Multi-lingual Information
Retrieval
EbtsamSayed”, Samir Elmougy™”, MostafaAref
“Computer Science, Faculty of Computers and Information, Minia ~ University,
Minia, Egypt
““Computer Science, Faculty of Computers and Information, Mansoura
University, Mansoura, Egypt

““Computer Science, Faculty of Computers and Information, Ain Shams
University,Cairo, Egypt

*kk

2. Ambiguity Detection and Resolving in Natural Language Requirements
Somaia Osama, Safia Abbas, Mostafa Aref
“Computer Science Department, Faculty of Computer and Information Science,
Ain Shams University, Cairo, Egypt

Session 7: Conference Center (Room B): Speech Encryption
Chairman : Prof. Dr. Ayman Bahaa

1. A Combined DES and Elliptic Curve Cryptography Cryptosystem to Secure
Audio Data
Mohamed Ahmed Seifeldin®, Abdellatif Ahmed Elkouny™, Salwa Elramly”
“Electronics and Communication Department, Faculty of Engineering, Ain
Shams University, Abbassia, Egypt
““Computer Science Department, Faculty of Engineering, Ahram Canadian
University,6""October, Egypt.

2. Speech Cryptosystem Based On Chaotic Modulation Technique

Mahmoud F. AbdElzaher”, Mohamed Shalaby™, Yasser Kamal™, Salwa Elramly”
“Department of Electronics and Electrical Communications, Ain Shams
University,Cairo, Egypt

““Department of Computer Science, Arab Academy for Science, Technology &
Maritime Transport, Cairo, Egypt



Thursday 8 December 2016

10.00 - 11.00 Session 8: Conference Center: Speech Recognition Il
Chairman: Prof. Dr. Waleed Fakhre

1.

Robust Speaker Recognition Using Adaptive Hidden Markov Models
Aya S. Mostafa, Amr M. Gody, Tamer M. Barakat

Department of Electricity, Faculty of Engineering, Fayuom University, Egypt.
Enhancement Quality and Accuracy of Speech Recognition System by
Using Multimodal Audio-Visual Speech signal

Eslam E. EI Maghraby, Amr M. Gody, Mohamed H. Farouk

Electrical Engineering Department, Faculty of Engineering, Fayoum
University, Egypt.

11.00 - 12.00 Session 9: Conference Center: Natural Language Processing for
Information Retrieval
Chairman: Prof. Dr. Hassanin Al-Barhamtoushi

1.

A Proposed Arabic Text to Sign Language Translator

A. S. Elons™, A.Ali"*, M. F. Tolba”

* Scientific Computing Department- Faculty of Computers and Information
Sciences- Ain Shams University-Cairo-Egypt

““Department of Electrical Electronics and Communication Engineering, Cairo
University, Giza, Egypt

Data Preparation and Handling for Written Quran Script Verification
Mohsen A. Rashwan, Ali Ramadan, Hazem M. Safwat, Salah Ashraf, Hazem
Mamdouh

Department of Electrical Electronics and Communication Engineering,Cairo
University, Giza, Egypt

12.00 - 12.30 Coffee Break

12.30 - 14.00 Session 10: Conference Center: Natural Language Processing
Chairman :  Prof. Dr. Nadia Hegazi

1.

Towards Building CECA WordNet: A Domesticated Arabic-English
Lexicon of Contemporary Egyptian Colloquial Arabic Words from Twitter
Bacem A. Essam”, Prof Dr. Mostafa M. Aref™

“ English Language Department, Faculty of Al-Alsun, Ain Shams University

“* Computer Science, Faculty of Computer Science and Information Sciences,

Ain Shams University, Cairo, Egypt

A Rule Based Method for Adding Case Ending Diacritics for Modern Standard
Arabic Texts

Sameh, Fashwan

Phonetics and Linguistics Department, Faculty of Arts, Alexandria University,
Alexandria, Egypt.

Lexical Growth in Child Egyptian Arabic:A Corpus Based Study

Heba Salama, Sameh Alansary

Phonetics and linguistics Department, Faculty of Arts Alexandria University,
Alexandria, Egypt.
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14.00 - 15.00 Lunch
15.00 - 16.00 Session 11:Conference Center: Students' Workshop
Chair Committee: Prof. Dr. Nadia Hegazy, Prof. Dr. M.Elhamalawy, Prof.
Dr. Hassanin Al-Barhamtoushi
16.00 - 16.30 Closing session
Program at A Glance
Day Time Location Subject Chairman
Opening 10.00 - 10.30
Session Seminar
Session 1 10.30 - 11.00 Computational Prof. Dr. Ibrahim Farag
Room o
Linguistics
Session 2 11.00 - 11.30 Speech Recognition | Prof. Dr. Ibrahim Farag
Coffee 11.30 - 12.00
Break §‘ !_
Session3 | § | 12.00 - 12.30 Arabic OCR Prof. Dr. Aly Aly Fahmy
Session 4 § 12.30 - 13.30 | Conference | Natural Language | Prof. Dr. Aly Aly Fahmy
= Center | Analysis
Session 5 13.30 - 14.30 Language Analysis for | Prof. Dr. M. Younis EI-
Classification Hamalawy
Lunch 14.30 - 15.30 I
Session 6 1530 - 16.30 | RoomA |NLP for Information | Prof. Dr. Hani Mahdi
Retrieval
Session 7 15.30 - 16.30 | Room B | Speech Encryption Prof. Dr. Ayman Bahaa
Session 8 10.00 - 11.00 Speech Recognition 11 Prof. Dr. Waleed Fakhre
Session 9 11.00 - 12.00 Natural Language | Prof. Dr. Hassanin Al-
Processing for | Barhamtoushi
Information Retrieval
Coffee 12.00 - 12.30
Break
Session10 | > | 1230 - 14.00 Natural Language | Prof. Dr. Nadia Hegazi
3 Conference | Processin
Lunch 2 [ 1400 - 15.00 Center
Session11 | F | 15.00 - 16.00 Students' Workshop Prof.Dr. Nadia Hegazy,
Prof.Dr. M.Elhamalawy,
Prof. Dr. Hassanin Al-
Barhamtoushi
session

Seminar Room: Central Biblioteque Building, Conference Center: Main Building, Room A/B: Conference Center
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Abstract—The Arabic language has many features such as the phonology and the syntax that makes it an easy language for
developing automatic speech recognition systems. Many standard techniques for acoustic and language modelling such as
context dependent acoustic models and n-gram language models can be easily applied to Arabic. Some aspects of the Arabic
language such as the nearly one-to-one letter-to-phone correspondence make the construction of the pronunciation lexicon
even easier than in other languages. The most difficult challenges in developing speech recognition systems for Arabic are the
dominance of non-diacritized text material, the several dialects, and the morphological complexity. In this article we review the
efforts that have been done to handle the challenges of the Arabic language for developing Automatic Speech Recognition
Systems. This includes methods for automatic generation for the diacritics of the Arabic text and word pronunciation
disambiguation. Also review the used approaches for handling the limited speech and text resources of the different Arabic
dialects. Finally we review the used approaches to deal with the high degree of affixation, derivation that contributes to the
explosion of different word forms in Arabic. Also we will introduce the state of the art performance of Arabic Speech
Recognition systems and the expectations for near future applications.

1 INTRODUCTION

Speech recognition is the ability of a machine or program to identify words and phrases in spoken language and convert
them to a machine-readable format. The last decade has witnessed substantial advances in speech recognition technology,
which when combined with the increase in computational power and storage capacity, has resulted in a variety of
commercial products already on the market.

The goal of the ASR system is to find the most probable sequence of words W = (wy,Wp, ....) belonging to a fixed
vocabulary given some set of acoustic observations X= (Xi, X2, .... , Xr ). Following the Bayesian approach applied to
ASR [1] the best estimation for the word sequence can be given by:

p(O/W)pW)
p(O) (1

w =argmax P(W /O) = argmax
w w

To generate an output the speech recognizer has basically to perform the following operations as shown in figure (1):

e  Extract acoustic observations (features) out of the spoken utterance.

e Estimate P(W) - the probability of individual word sequence to happen, regardless acoustic observations. This is
named the language model.

e  Estimate P(X/W) - the likelihood that the particular set of features originates from a certain sequence of words,
including both the acoustic model and the pronunciation lexicon. The latter is perhaps the only language-
dependent component of an ASR system

¢ Find word sequence that delivers the maximum of (1). This is referred to as the search or decoder.

/ Speech frame
Front-End
Feature Extraction
Features Vector: X
Acoustic Model
PX/W)
<

<

Input Speech

Recognized
Figure 1: The ASR system main architecture.
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The two terms P(W) and P(X/W)and the maximization operation constitute the basic ingredients of a speech recognition
system. The goal is to determine the best word sequence given a speech input X. Actually X is not the speech input but a
set of features derived from the speech. The Mel Frequency Cepstrum Coefficients (MFCC) and Perceptual Linear
Prediction (PLP) are the most widely used. The acoustic and language models and the search operation will be discussed
below.

A. Pronunciation Lexicon

The pronunciation lexicon is basically a list where each word in the vocabulary is mapped into a sequence (or multiple
sequences) of phonemes. This allows modeling a large number of words using a fixed number of phonemes. Sometimes
whole word models are used. In this case the pronunciation lexicon will be a trivial one. The pronunciation lexicon is
language-dependent and for a large vocabulary (several thousand words) might require a large effort. We will discuss this
for Arabic in the next section.

B. Acoustic Model
The most popular acoustic models are the so called hidden Markov models (HMM). Each phoneme (unit in general) is
modeled using an HMM. An HMM [1] consists of a set of states, transitions, and output distributions as shown in figure

Q).

Figure (2): HMM Phone Model

The HMM states are associated with emission probability density functions. These densities are usually given by a
mixture of diagonal covariance Gaussians as expressed in equation (2).

N;
b (x) = ZWijW(XaﬂijaGij 2

j=1

where j ranges over the number of Gaussian densities in the mixture of state Sj and expression N (:) is the value of the
chosen component Gaussian density function for feature vector x.The parameters of the model (state transition
probabilities and output distribution parameters e.g. means and variances of a Gaussian) are automatically estimated from
training data. This estimation is usually referred to as model training and there exist several criteria and training
algorithms that will be discussed below. Usually using only one model per phone is not accurate enough and usually
several models are trained for each phone depending on its context. For example, tri-phone uses a separate model
depending on the immediate left and right contexts of a phone. For example, tri-phone A with left context b and right
context n (referred to as /b-A-n/) has a different model than tri-phone A with left context t and right context m (referred to
as /t-A-m/). For a total number of phones P there will be P? tri-phones, and for N states/model there will be N P® states
in total. The idea can be generalized to larger context e.g. quinphones. This typically leads to a large number of
parameters. In practice context-dependent phones are clustered to reduce the number of parameters. Perhaps the most
important aspect in designing a speech recognition system is finding the right number of states for the given amount of
training data. Extensive research has been done to address this point. Methods vary from very simple phonetic rules to
data driven clustering. Perhaps the most popular technique used is the decision tree clustering [2]. In this method both
context questions and a likelihood metric are used to cluster the data for each phonetic state as shown in figure (3). The
depth of the tree can be used to tradeoff accuracy versus robustness. Once the context-dependent states are clustered it
remains to assign a probability distribution to each clustered state. Gaussian mixtures are the most popular choice in
modern speech recognition systems. The parameters of the Gaussians are estimated to maximize the likelihood of the
training data (the so-called maximum likelihood estimation). For HMMs ML estimation is achieved by the so-called
forward backward or Baum-Welch algorithm.
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‘ Is left phone a sonorant or nasal ? ‘
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Is left phone a back-L or is left
phone neither a nasal nor a Y-glide
and right phone a LAX-vowel ? senone 4
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/\
senone 2 @ @ senone 3

Figure (3): Decision tree for classifying the second state of K-triphone HMM

Maximum likelihood remained as the preferred training method for long time. Recently discriminative training
techniques took over. It was demonstrated that they can lead to superior performance. However, this comes at the
expense of a more complex training procedure [3]. There are several discriminative training criteria and perhaps this was
one of the most active research area in speech recognition in the past few years. These include: maximum mutual
information (MMI), minimum classification error (MCE), minimum phone error (MPE) and most recently maximum
margin methods. We will not get in details of these different techniques but all share the idea of using the correct
transcription and a set of competing hypotheses. They estimate the model parameters to "discriminate" the correct versus
competing hypotheses. The competing hypotheses are usually obtained from a lattice which in turn requires the decoding
of the training data. Model estimation is most widely done using the so-called extended Baum-Welch estimation (EBW)
[4].
To summarize, acoustic model training consists of the following
- Form context dependent states and cluster them typically using the decision tree method. This step results in
about several thousand states.
- Each context dependent state is represented by a Gaussian mixture model (GMM). The parameters of each
GMM are estimated using the forward-backward algorithm.
- Training data is decoded and a lattice is formed for each sentence
- Statistics collected over the lattice are used to refine the model parameters by discriminative training employing
variants of the so-called extended Baum-Welch estimation.

A main drawback of the Gaussian mixture model is that it is a generative model. It can provide accurate representation
for the training data but does not care about the discrimination of the different classes of the data. Recently a better
acoustic model was introduced that is a hybrid HMM and Deep Neural Networks (DNN). The Gaussian Mixtures Models
(GMM) are replaced with Neural Networks with deep number of hidden layers as shown in figure (4).

Transition Probabliities

. a,., s, Dyrap

HMM

Observation
i Probabilities
W,

i ! i
- 4 | A -:-__ &t L "__pbscnr.ni:m

*hoas mial i ISl R

Figure (4): HMM-DNN Model
The DNN have a higher modeling capacity per parameter than GMMs and they also have a fairly efficient training
procedure that combines unsupervised generative learning for feature discovery with a subsequent stage of supervised
learning that fine tunes the features to optimize discrimination. The context-dependent (CD)-DNN-HMM hybrid model
[5] has been successfully applied to large vocabulary speech recognition tasks and can cut word error rate by up to one
third on the challenging conversational speech transcription tasks compared to the discriminatively trained conventional
CD-GMM-HMM systems [6].
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While the above summarizes how to train models it remains to discuss the training data. Of course using more data
allows using larger and hence more accurate models leading to better performance. However, data collection and
transcription is a tedious and costly process. For this reason the technique called unsupervised or better lightly supervised
training is becoming very popular. First, several hundred hours of speech are used to train a model. The model together
with an appropriate confidence measure can then be used to automatically transcribe thousands of hours of data. The new
data can be then used to train a larger model. All the above techniques (and more) are implemented in the so-called
Hidden Markov Model Toolkit (HTK) developed at Cambridge University and can be downloaded together with its
source code. We strongly recommend researchers wishing to work on acoustic models to download and get acquainted
with HTK [7].

C. Language Model

A language model (LM) is required in large vocabulary speech recognition for disambiguating between the large set of
alternative, confusable words that might be hypothesized during the search. The LM defines the priori probability of a
sequence of words. When language restrictions are well known and all the possible combinations between words can be
defined, probabilities can be precisely calculated and included in finite state automata (FSA) that rules the combination
of words in a sentence. Unfortunately, this scheme only applies to restricted application domains with small vocabularies.
For large vocabularies and more complex configurations of sentences a simple, but effective, way to represent a sequence
of n words is to consider it as an n-th order Markov chain. The LM probability of a sentence (i.e., a sequence of words
W1, Wa, ......, Wy ) is given by:

P(w)) P(w,/w,)P(w,/w,w,) P(W,/w,w,,w,)...... P(w

=] P(w,/w,...w_)
i=1

where in the expression such as P(w; | wi, ...... s Wiit) , Wi, e , Wi_1 is the word history for word w;. In practice, one
cannot obtain reliable probability estimates given arbitrarily long histories since that would require enormous amounts of
training data. Instead, one usually approximates them in the following way:

P(w, |w,w,,....... W )= P(W, Wy, W) 4)

which is the definition of “N-grams”. On several recognition approaches, the number of predecessors considered tend to
be reduced resulting in “bigrams” (for N=2) and “trigrams” (for N=3). An important feature of N-grams is that their
probabilities can be directly estimated from text examples and, therefore do not need explicit linguistic rules like
grammar inference systems do. Estimation of N-grams has to be carefully treated as for a vocabulary of size V there is as
many as (V)N probabilities to be estimated in the N-gram model. Usually many word histories don’t occur with enough
counts to have reliable estimate for their probabilities. Many approximation techniques were proposed to approximate
these probabilities [8]. For example, in the case of bigram grammar it typically lists only the most frequently occurring
bigrams, and uses a backoff mechanism to fall back on unigram probability when the desired bigram is not found. In
other words, if P(w;j|w;) is sought and is not found, one falls back on P(w;). But a backoff weight is applied to account for
the fact that wj is known to be not one of the bigram successors of w; [9]. Other higher-order backoff n-gram grammars
can be defined similarly. Ideally, a good LM would ease the retrieval of the word sequence present in the speech signal
by better focusing the decoding procedure, which represents another relevant step of the search procedure. In spite of the
success of N-gram LMs they do not make any use of linguistic knowledge. For example, syntactic and semantic analysis,
parsers and other types of linguistic structure. There is a lot of work on how to introduce such knowledge in language
modeling. However, such works did not find their way in practical systems. The reason is that they often require tedious
annotation, they result in complex models and are hard to introduce during decoding. However, it still interesting to see if
using linguistic knowledge is capable of improving state-of-the-art systems. A widely known technique that, in a sense,
introduces some syntactic or semantic knowledge to N-gram models is word classes [10]. Word classes can be
determined based on human knowledge or automatic clustering. N-grams are supported by the SRILM toolkit. We
strongly recommend researchers wishing to work on language models to download and get acquainted with SRILM
toolkit.Classes are also supported by SRILM toolkit [11].

D. Decoding

Finding the best word (or generally unit) sequence given the speech input is referred to as the decoding or search problem.
Formally, the problem reduces to finding the best state sequence in a large state space that consists of composing the
pronunciation lexicon, the acoustic model and the language model. The solution can be found using the well-known
Viterbi algorithm. Viterbi search is essentially a dynamic programming algorithm, consisting of traversing a network of
HMM states and maintaining the best possible path score at each state in each frame. It is a time synchronous search
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algorithm in that it processes all states completely at time t before moving on to time t + 1. The abstract algorithm can be
understood with the help of Figure (5). One dimension represents the states in the network, and the other dimension
represents the time axis.

States ® Final state

Start state

-

Time

Figure (5): Viterbi Search as Dynamic Programming

Even for a moderate vocabulary, full search is prohibitive. The Viterbi beam search is a very popular and simple way to
speed-up the search [12]. Using a beam is not always sufficient and there are two very popular approaches to the search
problem:

- Use relatively simple acoustic and language models to generate an N-best list or a lattice. Use more detailed
acoustic and/or language models to rescore the reduced search space to find the best word sequence. This is
called the multi-pass approach.

- Compose the full search space and use determinaization and minimization algorithms to optimize the search
space. Use a Viterbi beam search on the optimized search space to find the best word sequence. We refer to this
as the single pass approach.

- Aless popular approach is referred to as stack decoding that avoids visiting the whole search space [13].

- In addition to optimizing the search space calculating the Gaussian probabilities is usually time consuming
especially for large vocabulary speech recognition. Techniques to accelerate the Gaussian computations are also
widely used. These techniques mainly rely on using Gaussian clustering, quantization and caching.

Decoding usually requires a lot of optimization and engineering. Hence, there are usually no publicly available efficient
search algorithms especially for the multi-pass approach. The HTK provides a decoder that can be used for small search
problems. The single pass approach is more straightforward. The search itself is a simple beam search and can be
implemented using the token passing mechanism of the HTK. The key is to optimize the network before the search. The
popular finite state machine (FSM) toolkit developed by AT&T is available for download and can be used for this

purpose.

E. Model Adaptation

Model adaptation is basically a way to modify the model parameters to better match the test utterance or alternatively to
modify the input features to better match the existing models. Adaptation is one of the most active research areas in ASR
and it is out of our scope to review different adaptation techniques. As far as practical systems are concerned the most
popular adaptation methods are linear transformations. Namely, maximum likelihood linear regression (MLLR) in the
model space, and feature space maximum likelihood linear regression (FMLLR) in the feature space. As the name
suggests these transform the features or model parameters linearly in order to maximize the likelihood of the test
(adaptation) data. Adaptation can be done in a supervised way where the reference transcription is given or in an
unsupervised way without the reference transcription. In the latter, the system is first used to decode the input speech and
the resulting output is used as a transcription for adaptation. The Maximum Likelihood Linear Regression (MLLR) [14]
apply affine transforms to the means of the acoustic model as shown if Figure (6).

Speaker Adaptation
Speaker-independent Speaker-Dependent
ecognition Models % Recognition Models
Sg 5y B2 Ba 5 O 2 3

+ Adaptation Data

Figure 6. The adaptation of the HMM models parameters
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Usually the available data from the user for making the models adaption are small and does not include samples of all the
speech units. To work around such limitation a clustering technique is used to cluster the model Gaussians that can be
adapted together with same adaptation matrix. A regression class tree approach [16] is used to adjust the number of
regression classes to the amount of adaptation data available as shown in Figure (7).
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Figure 7: The regression trees for selecting the Gaussians clusters for adaptation

2 ARABIC SPEECH RECOGNITION

Many aspects of Arabic, such as the phonology and the syntax, do not present problems for automatic speech recognition.
Standard, language-independent techniques for acoustic and pronunciation modeling, such as context-dependent phones,
can easily be applied to model the acoustic-phonetic properties of Arabic. Some aspects of recognizer training are even
easier than in other languages, in particular the task of constructing a pronunciation lexicon since there is a nearly one-to-
one letter-to-phone correspondence. The most difficult problems in developing high-accuracy speech recognition systems
for Arabic are the predominance of non-diacritized text material, the enormous dialectal variety, and the morphological
complexity.

A. Restoring Diacritics

The constraint of having to use mostly non-diacritized texts as recognizer training material leads to problems for both
acoustic and language modeling. First, it is difficult to train accurate acoustic models for short vowels if their identity and
location in the signal are not known. Second, the absence of diacritics leads to a larger set of linguistic contexts for a
given word form; language models trained on this non-diacritized material may therefore be less predictive than those
trained on diacritized texts. Both of these factors may lead to a loss in recognition accuracy. Ignoring available vowel
information does indeed lead to a significant increase in both language model perplexity and word error rate. Several
approaches were proposed to overcome the lack of diacritized text. In the grapheme acoustic model each non-diacritized
grapheme is considered an acoustic unit which is equivalent to a compound Consonant-Vowel pair. To compensate for
the wide variance of these compound units in the acoustic space a larger number of mixtures are used. Although this type
of model eliminates the requirement for restoring the Arabic text diacritics, the use of compound acoustic units resulted
in reduction in performance compared with the phone based models.

In another approach the original diacritics of the text are restored using automatic alignment of the audio signal with a
search lattice that is constructed from the reference undiacritized text script after adding all the possible diacritics for
each Arabic consonant and select the best bath that has the highest score match with the audio [19]. Though that
approach is simple and easy to implement it can result in large number of diacritization errors. Considering all possible
diacritics combinations can add incorrect words to the search space and even some of the correct words are very rare and
should be considered with low frequency. To keep the search space more focused a morphology analyzer [20] is used to
produce the frequent diacritization forms for each word and only consider them in the search lattice. In another approach
an automatic text diacritizer is used to restore the diacritization marks of the non-diacritized text. Such tools rely on using
an advanced language model that uses the word context to predict its diacritics. From our experience in building large
scale Arabic diacritized speech corpus we found that a combination between the last two approaches provides the best
performance.

B. Creating Dialect Arabic Speech corpus

Whereas MSA data can readily be acquired from various media sources, there is only very limited speech corpus of
dialectal Arabic available. The construction of such type of corpus is even more challenging than the MSA one. Initially
the manual annotation has no standard reference, the same word can be transcribed with several ways such as o AL
&y oSGl Some transcription guidelines for Egyptian Dialectal Arabic were proposed to reduce such differences
[21]. The diacritization for dialectal Arabic is more challenging than MSA since it would require a dialectal Arabic
morphological analyzer to generate the different diacritization forms. Using context based diacritization would also
require a robust language model for dialectal Arabic which also not currently available. Also the Dialectal Arabic
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diacritization using automatic alignment against the audio signal is also more harder due to the large set of Vowels. For
example the Egyptian Dialectal Arabic has 15 vowels compared to only 6 vowels in MSA which raises the number of
possible pronunciations for non-diacritized word greatly.

C. Large Vocabulary Decoder

Languages with morphological complexity such as Arabic are known to present serious problems for speech recognition,
in particular for language modeling. A high degree of affixation, derivation etc. contributes to the explosion of different
word forms, making it difficult, if not impossible, to robustly estimate language model probabilities. Rich morphology
also leads to high out-of-vocabulary rates and larger search spaces during decoding, thus slowing down the recognition
process. To deal with the morphological complexity of the Arabic language an effective approach for using Factored
Language Models (FLM) was proposed [17]. The Arabic word can be factorized to its main morphological components,
the prefix, the suffix and the stem as shown in Figure (8). Using this factorization approach the vocabulary size can be
reduced with great factor. As we see in figure (8) for a dataset of size 120k the number of Arabic full form words is 14k
while the number of stem units is only 6k, which is comparable with the number of stems for English data of same size.
The main draw back for the factored models is the small size of the affixation units, that can be only two phones long,
which make them highly confusable for the acoustic model scores.

CallHome

e e .
/ [ R N WU S | \
suffix fi ;
stem prefix FFFFIF ISy o

Figure (8) Left: An example of Arabic word factorization. Right: Vocabulary growth for the Arabic language

Another effective approach to deal with the large vocabulary of the Arabic language is the compilation of the whole
search space in a finite state network that is optimized to the most compact size. The huge size of the search networks for
Large Vocabulary Automatic Speech Recognition (LVASR) systems make it impractical or even impossible to expand
the whole search network prior to decoding due to memory limitations. The other alternative approach was to expand the
search network on the fly during the decoding process. But with the increase of the vocabulary size in conjunction with
the usage of complex Knowledge Sources (KS) such as context dependent tri-phone models and cross word models the
dynamic expansion of the search network becomes very slow and turns to be an impractical approach. With the efforts of
a research team at AT&T [18] they managed to compile the search network of LVASR systems in a compact size that
can fit with memory limitations and also provide a fast decoding approach. That approach relied on eliminating the
redundancy in the search network that results from the approximations used in the integrated networks such as the state
tying of the acoustic model units and the back-off techniques in the used language model. Let’s consider a practical
example of a 64k word trigram, typical of a state of- the-art LVCSR system. Among the 4 billion of possible word
bigrams, only 5 to 15 million will be included in the model and, for each of these “seen” word-pair histories, the average
number of trigrams will be comprised between 2 and 5. Such a LM would have about 5 to 15 million of states and 15 to
90 million of arcs, requiring between 100 and 600 MB of storage. This means a reduction by seven orders of magnitude
with respect to a plain 64k trigram. Concerning cross word tri-phones, the number of distinct generalized models is
typically one order of magnitude smaller than the full inventory of position-dependent contexts.

3  RESULTS

What is the current state of the art in speech recognition? This is a complex question, because a system's accuracy
depends on the conditions under which it is evaluated: under sufficiently narrow conditions almost any system can attain
human-like accuracy, but it's much harder to achieve good accuracy under general conditions. The conditions of
evaluation - and hence the accuracy of any system - can vary along the following dimensions:

e Vocabulary size and confusability: As a general rule, it is easy to discriminate among a small set of words, but
error rates naturally increase as the vocabulary size grows. For example, the 10 digits "zero" to "nine" can be
recognized essentially perfectly , but vocabulary sizes of 200, 5000, or 100000 may have error rates of 3%, 7%,
or 45%.

e Speaker dependence vs. independence: By definition, a speaker dependent system is intended for use by a
single speaker, but a speaker independent system is intended for use by any speaker. Speaker independence is
difficult to achieve because a system's parameters become tuned to the speaker(s) that it was trained on, and
these parameters tend to be highly speaker-specific.
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e Task and language constraints: Even with a fixed vocabulary, performance will vary with the nature of
constraints on the word sequences that are allowed during recognition. Some constraints may be task-dependent
(for example, an airline querying application may dismiss the hypothesis "The apple is red"); other constraints
may be semantic (rejecting "The apple is angry"), or syntactic (rejecting "Red is apple the"). Constraints are
often represented by a grammar, which ideally filters out unreasonable sentences so that the speech recognizer
evaluates only plausible sentences. Grammars are usually rated by their perplexity, a number that indicates the
grammar's average branching factor (i.e., the number of words that can follow any given word). The difficulty
of a task is more reliably measured by its perplexity than by its vocabulary size.

e Read vs. spontaneous speech: Systems can be evaluated on speech that is either read from prepared scripts, or
speech that is uttered spontaneously. Spontaneous speech is vastly more difficult, because it tends to be
peppered with disfluencies like "uh" and "um", false starts, incomplete sentences, stuttering, coughing, and
laughter; and moreover, the vocabulary is essentially unlimited, so the system must be able to deal intelligently
with unknown words (e.g., detecting and flagging their presence, and adding them to the vocabulary, which may
require some interaction with the user).

e Adverse conditions: A system's performance can also be degraded by a range of adverse conditions. These
include environmental noise (e.g., noise in a car or a factory); acoustical distortions (e.g., echoes, room
acoustics); different microphones (e.g., close-speaking, omnidirectional, or telephone); limited frequency
bandwidth (in telephone transmission); and altered speaking manner (shouting, whining, speaking quickly, etc.).

In order to evaluate and compare different systems under well-defined conditions, a number of standardized databases
have been created with particular characteristics. Such evaluations were mostly based on the measurement of word (and
sentence) error rate as the performance figure of merit of the recognition system. Furthermore, these evaluations weights
were conducted systematically over carefully designed tasks with progressive degrees of difficulty, ranging from the
recognition of continuous speech spoken with stylized grammatical structure (as used routinely in military tasks, e.g., the
Naval Resource Management task) to transcriptions of live (off-the-air) news broadcast (e.g., NAB that involves a fairly
large vocabulary over 20K words) and conversational speech. Figure (9) shows a chart that summarizes the benchmark
performance of various large vocabulary continuous speech recognition tasks, as measured in formal DARPA and NIST
evaluations and table (1) includes the optimum systems performance.
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Figure 9: Speech Recognitions Systems Evaluations

In the chart, the task of “Resource Management” involves a rigidly stylized military expression with a vocabulary of
nearly 1000 words. ATIS is a task that involves simple spontaneous speech conversation with an automated air travel
information retrieval system; although the speech is spontaneous, its linguistic structure is rather limited in scope. WSJ
refers to transcription of a set of spoken (read) paragraphs from the Wall Street Journal; the vocabulary size could be as
large as 60K words. The Switchboard task is one of the most challenging ones proposed by DARPA. The speech is
conversational and spontaneous, with many instances of the so-called disfluencies such as partial words, hesitation and
repairs, etc. The general conclusion that can be drawn from these results is that conversational speech, which does not
strictly adhere to linguistic constraints, is significantly more difficult to recognize than task-oriented speech that follows
strict syntactic and semantic production rules. Also, the evaluation program showed that increasing the amount of speech
data used for estimating the recognizer parameters (i.e., the size of the training set) always led to reductions of word error
rate. (It is a well accepted target that in order for virtually any large vocabulary speech recognition task to become viable,
the word error rate must fall below a 10% level).
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TABLEI
THE OPTIMUM SYSTEMS PERFORMANCE

CORPUS TYPE VOCABULARY WORD
SIZE ERROR RATE
Connected Digit Spontaneous 11 (zero-nine, 0.3%
Strings--Tl Database oh)
Connected Digit Spontaneous 11 (zero-nine, 2.0%
Strings--Mall oh)
Recordings
Connected Digits Conversational 11 (zero-nine, 5.0%
Strings--HMIHY oh)
RM (Resource Read Speech 1000 2.0%
Management)
ATIS(Airline Travel Spontaneous 2500 2.5%
Information System)
NAB (North American Read Text 64,000 6.6%
Business)
Broadcast News News Show 210,000 13-17%
Switchboard Conversational 45,000 25-29%
Telephone
Call Home Conversational 28,000 40%
Telephone

The size of the vocabularies that ASR systems can be handled has evolved greatly in the last decade as shown in figure
(10). Now we have ASR systems that can process vocabulary in order of million words with reasonable processing time.
Thanks to the approach of the Finite State Decoders (FSD) that compile the whole search space in a single network that
is optimized to remove any redundancies which result in very efficient decoding.
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Vocabulary Size

Figure 10: The vocabulary size enhancement

We believe the most challenging aspect of Arabic is the existence of many dialects. These dialects are in many instances
substantially different and have very limited acoustic and language model training data. There were several attempts to
perform dialect speech recognition for Egyptian, Leventaine and Iraqi but the error rate is relatively high. On the other
hand MSA has sufficient resources and accordingly reasonable performance. The table below shows the performance of
different systems for broadcast news transcription in the Gale project and some dialectal tasks.

Table II shows roughly state-of-the-art performance for different speech recognition tasks for Arabic. The performance is
closely related to the existing resources. We can see for MSA Arabic the available resources, of vowelized training hours
and Giga words of LM training text, are close to other Latin languages. So the state of art performance for MSA which is
around 15% WER is very comparable with the 10% WER achieved for the similar task of Broad Cast News ASR for
English. But we should keep in consideration that the complexity of the Arabic MSA ASR is much higher with
vocabulary size of 560k words compared with the 210k words of the English vocabulary for the BC News ASR. The
performance of dialectal Arabic, as show in the Iraqi, Egyptian and Levantine, conversational ASR is comparable with
the equivalent conversational English ASR with average WER in the range 30%-40%. But we should keep in
consideration that the dialectal Arabic is much challenging when compared with conversational English. The LM training
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data is very limited, and many required NLP tools such as morph analyzer, diacritizer and text normalizers need to be

developed.
TABLEII
STATE OF ART PERFORMANCE FOR ARABIC ASR SYSTEMS
Dialect Models Vocabulary Acoustic LM WER
size training

MSA unvowelized 589K 135hr, 1000hr | 56M 4-gram 17.0%
(unsup)

MSA vowelized 589K 135hr, 1000hr | 56M 4-gram 16.9%
(unsup)

MSA Vowelized + | 589K 135hr, 1000hr | 56M 4-gram 14.0%
pronprobs (unsup)

Iraqi unvowelized 90K 200 hr 2M 3-gram 36.0%

Egyptian vowelized Call home Call home 56.1%

4 CONCLUSIONS

In this paper we reviewed the main components of ASR systems and the state of art approaches for implementing each
one of them. Also we showed that the Arabic language has many features that make it an easy language for developing
automatic speech recognition systems. We show that even some aspects of the Arabic language such as the nearly one-to-
one letter-to-phone correspondence make the construction of the pronunciation lexicon even easier than in other
languages such as English which have complex Letter to phone rules. The most difficult challenges in developing speech
recognition systems for Arabic are the dominance of non-diacritized text material, the several dialects, and the
morphological complexity. We show how we deal with these challenges. For the missing vowels challenge we showed
that using grapheme based models would provide a close performance to the vowelized version with less cost for the data
preparation. Also we showed some approaches for vowels restoring either by alignment with waves or using automatic
text diacritizer. Also for the challenge of the large vocabulary we showed that it can be factored to smaller units using
morphology analyzers. Also we showed that the large vocabulary can be compiled in a finite state network that can be
reduced in size using finite state optimization techniques. For the challenge of limited resources form some Arabic
dialectals we showed that back-of techniques with the large MSA Arabic data resources would provide some
improvement in performance. Finally we introduced the state of art performance for Arabic ASR systems for either MSA
and conversational dialectal speech. Also we showed that the Arabic ASR systems has very close performance it its
equivalent systems in English which confirm our initial claim that Arabic is an easy language for developing ASR
systems.
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Abstract - This work introduces a generalized speaker recognition system using Hidden Markov Models. The system is
evaluated using samples of Corpus database with hand label files. The system is tested for speaker identification. Text
dependent and text independent identification is applied to the system. Different number of speakers, male and female
speakers, different time duration files are used to test the system. The identification rates reached 90% and verification
reached 100%.

1 INTRODUCTION

Speaker recognition is classified into speaker identification and speaker verification. Speaker identification is the process
of determining from which speaker among a group of speakers a given utterance comes. Speaker verification is the
process of accepting or rejecting the identity of a tested speaker. Most of the applications in which voice is used to verify
the identity of a speaker are classified as speaker verification [1].

Hidden Markov Models (HMMs) are used in general to model sequences of stochastic data. The HMM is capable of
modeling temporal behavior of sequence of events like speaker produces during talking [2]. The paper is divided into
three parts, introduction to introduce the HTK, then adaptation steps in an experimental way, at last the obtained results
are presented and evaluated. The system is evaluated using Corpus database [4].

2 DATABASE DESCRIPTION

The Chains corpus is a novel speech corpus collected with the primary aim of facilitating research in speaker
identification. The corpus features approximately 36 speakers, males and females recorded under a variety of speaking
conditions, allowing comparison of the same speaker across different well-defined speech styles. Speakers read a variety
of texts alone, in synchrony with a dialect-matched co-speaker, in imitation of a dialect-matched co-speaker, in a
whisper, and at a fast rate. The bulk of the speakers were speakers of Eastern Hiberno-English. The corpus is being made
freely available for research purposes.

There are different speaking conditions. The solo condition is used in this work because it is clear and not so fast.

Corpus speech database has two problems to be solved in order to be utilized. The first is that the database does not contain lab files.
Thus, the lab files of the selected wave files from Corpus database are hand made using SFS software. The second one, is that all
Corpus wave files are sampled at 44.100 kHz, while this work is done with 16 KHz samples wave files. The conversion
from 44.100 kHz to 16 KHz is done using SNDREC software from Microsoft. Names of speakers wave files used from
databases are renamed in a way to simplify the identification process.

3 SPEAKER RECOGNITION

Speaker recognition technology is closely related to speech recognition, where it means automatic speaker (talker)
recognition by machine. The general area of speaker recognition includes two fundamental tasks, speaker identification
and speaker verification. The speaker identification task is to classify an unlabeled voice sample as belonging to (having
been spoken by) one of a set of N reference speakers (N possible outcomes), whereas the speaker verification task is to
decide whether or not an unlabeled voice sample belongs to a specific reference speaker (2 possible outcomes the sample
is either accepted as belonging to the reference speaker or rejected as belonging to an impostor).

The speech used for identification tasks can be either text-dependent or text independent. In a text-dependent application,
the speaker is required to speak a predetermined (fixed) utterance. In contrast, text-independent speaker recognition does
not rely on a specific text being spoken. The text independent speaker recognition is more difficult but also more flexible.
For speaker recognition, various types of speaker models have been long studied.

The probabilistic HMM and their mathematical foundations gave rise to the speaker recognition systems using these
models. HMMs have become the most popular statistical tool for the text-dependent task. The best results have been
obtained using continuous density HMMs (CHMMs) for modeling speaker characteristics [5]-[6]-[7].

42



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016 ESOLEC2016

4 HIDDEN MARKOQOV TOOLKIT (HTK)

HTK is a toolkit for building Hidden Markov Models (HMMs). HMMs can be used to model any time series and the core
of HTK is similarly general purpose. However, HTK is primarily designed for building HMM-based speech processing
tools, in particular recognizers. Thus, much of the infrastructure support in HTK is dedicated to this task. As shown in
Fig. 1, there are two major processing stages involved. Firstly, the HTK training tools are used to estimate the parameters
of a set of HMMs using training utterances and their associated transcriptions. Secondly, unknown utterances are
transcribed using the HTK recognition tools. The main body of the HTK tool kit is mostly concerned with the mechanics
of these two processes [2].

Speech Data Transcription

LY vl
Training Tools

b ! t
+5385. -H88. 848,
b 1 '

Recognizer

Il 3
o L} o
Unkown Speech  Transcription

Figurel: HTK processing stages

5 EXPERIMENTAL WORK

Corpus speech [4] data base is used during experimental trails. The following sections illustrate the main activities for
preparing and executing the experiments.

A. The HTK command files and configuration files
The HTK commands and configuration files used to build the speaker identification, are explained breifly hereby:

1) The Grammar, HTK uses a finite state grammar that consists of variables defined by regular expressions. A file called
gram.txt is created including the following lines:

$speaker = frf01 | frf02[irf01 | frf04;

where

($speaker)

= frf01, {rf02, irfO1 and | frf04 are the alternative tokens to be recognized by the system

2) A word network must be created from the grammar; this can be done using HParse HTK command:
HParse gram.txt wdnet

3) Features Extraction: is to extract relevant information from the speech signal. Mel-frequency Cepstral coefficients
(MFCC) is commonly used [8]-[9].

Before extracting the features, HTK will have a configuration file to configure the input and output parameters of the tool
kit commands. For example of such configuration file, a file named "config_wav2mfc" is created as of the following
sample.

# Coding parameters

SOURCEKIND = WAVEFORM

SOURCEFORMAT = WAV

SOURCERATE = Sampling Period in units of 10-7s (ex.100000)"

TARGETKIND =MFCC 0 D A

TARGETRATE = Frame skip duration in units of 10-7s (ex. 100000)

SAVECOMPRESSED =T

SAVEWITHCRC =T

WINDOWSIZE = Frame duration in 10-7s (ex. 250000)

USEHAMMING =T

PREEMCOEF = 0.97

NUMCHANS =26

CEPLIFTER =22
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NUMCEPS = 12
ENORMALISE=T

4)Preparing features extraction script file; list of speech signals in wav file format and the corresponding target features
under test are listed into text file, named “convert.txt”, as shown in the next sample

Data\frf01_f01 solo.wav Data\frf01_f01 solo.mfc
Datafrf02_f01 solo.wav Data\frf02_f01 solo.mfc
Data\frf04 f01 solo.wav Data\frf04 f01 solo.mfc
Data\ irf01_f01 solo.wav Data\irf01_f01_solo.mfc

where Data is the directory that contains the wav files and will store the output mfcc files.
5) MFCCs are extracted from the “.wav” files using HCopy HTK command as follows:
HCopy -T 1 -C config_wav2mfc -S convert.txt

6) HMM Models Preparation;
Training and testing file lists are provided into two script files as the next example:

File Name: train.txt

Data\frf01_f01 solo.mfc
Data\frf02_f01 solo.mfc
Data\frf04 01 solo.mfc

The same for testing.
test.txt

Data\frf01 01 solo.mfc
Data\frf02_f01 solo.mfc
Data\frf04 f01 solo.mfc

7) In speech recognition, all acoustical events are modeled separately. In the present work, all speakers have to be
modeled with a Hidden Markov Model. For each speaker a HMM will be designed. Number of states for the HMM is
arranged according as the topology described in Fig. 2. There is no fixed rule for choosing the number of states, but it is
found from iterations, and changing the number of states that 5 states are suitable for good results. Increasing the number
of states yields slight differences in results.

Figure 2: 5 states HMM topology

From Fig. 2, the models are actually 3 “active” states {S2, S3, S4}: the first and last states S1 and S5, are “non emitting”
states, it means that no observations are done. The observation functions bi are single Gaussian distributions with
diagonal matrices. The transition probabilities are aij.

In HTK, a HMM is described in a text prototype file named proto. The proto file for the HMM illustrated in Fig.2 is of
the form:

~0 <VecSize> 39 <MFCC 0 D _A>

~h "proto"

<BeginHMM>

<NumStates> 5

<State> 2

<Mean> 39

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.00.00.00.00.0 0.0 0.0
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<Variance> 39
1.010101.010101.0101.01.01.0101.01.0101.01.01.01.01.01.01.01.01.01.01.01.01.01.01.01.0 1.0
1.01.01.01.01.01.01.0

<State> 3

<Mean> 39

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.00.00.00.00.0 0.0 0.0

<Variance> 39
1.0101.010101.0101.01.01.0101.01.0101.01.0101.0101.01.01.01.01.01.01.01.01.01.01.01.01.0
1.01.01.01.01.01.01.0

<State> 4

<Mean> 39

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.00.00.00.00.0 0.0 0.0

<Variance> 39
1.010101.010101.0101.01.01.0101.01.0101.0101.01.01.01.01.01.01.01.01.01.01.01.01.01.0 1.0
1.01.01.01.01.01.01.0

<TransP> 5

0.01.00.00.00.0

0.00.60.40.00.0

0.00.00.60.40.0

0.00.00.00.70.3

0.00.00.00.00.0

<EndHMM>

where:
~0 <VecSize> 39 <MFCC 0 D A>

is the header of the file, giving the coefficient vector size (39 coefficients in this model are used), and the type of
coefficient is chosen to be (MFCC_0_D _A).

~h "proto" <Begin HMM> (...)<End HMM>

This tag encloses the description of a HMM prototype file.

<Num States> 5

This tag gives the total number of states in the HMM, including the 2 non-emitting states 1 and 5.

<State> 2

This tag Describes the observation function of state 2. Here a single-Gaussian observation functions, with diagonal
matrices is used. This function is described by a mean vector and a variance vector (the diagonal elements of the
autocorrelation matrix). States 1 and 5 are not described, since they have no observation function.

<Mean> 39

0.00.0(...) 0.0 (x 39)

This tag gives the mean vector (in a 39 dimension observation space) of the current observation function. Every element
is arbitrary initialized to 0: the file only gives the “prototype” of the HMM (its global topology). These coefficients will
be trained later.

<Variance> 39

1.01.0(...) 1.0 (x 39)

This tag gives the variance vector of the current observation function. Every element is arbitrary initialized to 1.
<TransP>5

This tag gives the 5x5 transition matrix of the HMM, that is:

a1 Aiz d13 A4 A1

Ap1 Azz A23 Az4 A2s

A31 A3 A3z Az4 A3s

a4y Ag2 Q43 Aaq Ag5

as1 As2 As3 As4 Ass

where ajj is the probability of transition from state i to state j. Null values indicate that the corresponding transitions are
not allowed. The other values are arbitrary initialized (but each line of the matrix must sum to 1): they will be later

modified, during the training process. Such a prototype has to be generated for each event to model.

In the present work, HMMs prototype is adapted to define a Hmmdefs (with headers ~h "speaker1", ~h "speaker2" and
~h "speaker3", so on) to model the speakers under observations.
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Now using HCompV to initialize the models with the training data:
HCompV -C config_mfc -f 0.01 -m -S training.txt-MhmmO proto

- Two files are created — proto and vFloors— in the directory hmm0. These files must be edited in the following way:

- The first three lines of proto must be cut and pasted into vFloors, which is then saved as macros.

- Create a file called hmmdefs by copying and pasting the rest of the proto file once for each HMM and renaming the
copies accordingly. Note that each HMM begins with ~h “model name” and ends with<EndHMM>.

8) Model Re-estimation, now, the speakers models with global means and variances have been initialized, HERest is then
used to perform Baum-Welch training. For this step two more files have to be created:"Speaker Train Models0.mlf
"which contains speakers' transcriptions files.

#!MLF!#
"*/frf01_fO1_solo.lab"
frfol

"*/frf02_f01 solo.lab"
frf02

"*/irf01_f01_solo.lab"
irf0l.
"*/frf04_f01 solo.lab"
frfo4

......,and so on.

the second file contains the tokens names .This file can be named “Tokens.txt” file,
frfo1l

frf02

irf01

Then re-estimate the models:

HERest -C config_mfc -l speakertrainmodelsO.mlf -t250.0 150.0 1000.0 -S training.txt -H hmmO0/macros —
HhmmoO/hmmdefs -M hmm1 tokens.txt

Continue re-estimating the model for three or more times, each time putting the re-estimated models in a new directory:
hmm1 (as above in 8.2), hmm2, hmm3, hmm4, and so on.

9) Recognition results; the dictionary file defines (in alphabetical order) speaker models by their constituent parts, i.e. by
each HMM associated with them. For this speaker recognizer each model consists of only one HMM.
Create Dictionary file; call it dict— will look like this:

frf0l frfo1l
frf02 frf02

It is a two columns file. The first column is for the token and the next column is for the way it is constructed from the
available HMM models. In our case they are the same. The system is recognizing 4 speakers. Each speaker is a token.
Each speaker has a model so that the token is the same as the model.

A Hmm List file is created for naming the models. It is similar to the file tokens.txt but each model is enclosed in double
quotes; it will contain the following:

“frf01”

“frf02”

Now, all the elements are in place to perform speaker recognition. Our recognized labels will be outputted to the files
results_speaker.mlf for training data and testing data, when carrying out the recognition using HVite (which performs
recognition using the Viterbi algorithm):

| HVite -H hmm3/macros -H hmm3/hmmdefs -S test.txt-i results_speaker_test.mlf -w wdnet -p 0.0 -s 5.0 dict HmmList
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HVite -H hmm3/macros -H hmm3/hmmdefs -S train.txt-i results_speaker_train.mIf -w wdnet -p 0.0 -s 5.0 dict
HmmList

List the contents of the test files. The former will be similar in format to speakertrainmodels0.mlf except the models
listed are at the speaker level rather than the phone level. Call it speakertestmodels0.mlf.

#IMLF!#
"*/frf01_f05_solo.lab"
frf0l

"*/frf02_f06_solo.lab"
frf02

10) Results, HResultsis then used to display the HTK results analysis tables and store the output of the speakers
models in an .mlf file named results_speaker:

HResults -1 speakertestmodels0.mIf HmmListresults_speaker.mlf

6 EXPERIMENTALRESULTS and ANALYSIS

Two types of speaker identifications will be tested hereby: text dependent, it means speakers are saying the same
utterance and text independent which means that the speakers are saying different utterances.

The speakers samples used from Corpus database are identified through the process by the IDs shown in Table 1 for
simplicity.

TABLEI

SAMPLES NAMES AND CORRESPONDING USED IDS

Sample Name Sample ID
solo\frfO1\frfO1_f01 solo spkl
solo\frf02\frf02 {02 solo Spk2
solo\frf04\frf04 {03 solo Spk3
solo\irfO1\irf01 _f04 solo Spk4
solo\irf02\irf02 {05 solo Spk5
solo\irf03\irf03 {06 solo Spk6
solo\irfO4\irf04 {07 solo Spk7
solo\irfO5\irf05_f08 solo Spk8
solo\irf06\irf06_f09 solo Spk9
solo\irf07\irf07 {010 solo spk10
solo\irf08 f01 solo_solo spkl1
solo\irf09 {01 solo_solo Spk12
solo\irf10_f01 solo_solo Spk13
solo\irm01 fO1 solo_solo Spk14
solo\irm02_f01 solo_solo Spk15
solo\irm03_f01 solo_solo Spk16

1- Text independent speaker identification case: 10 speakers with 10 speech different utterances each from Corpus
database-solo condition. From Fig. 3, text independent identification using the HTK models for large number of speakers
gives reliable results, about 90%.
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Figure 3: Text independent speaker identification for 10 speakers saying 10 different utterances, case 1

TABLE II

ANALYSIS OF RESULTS SHOWN IN FIG. 3

spkl | Spk2 | Spk3 | Spk4 | Spk5 | Spké6 | Spk7 | Spk8 | Spk9 | spkl0 %

spkl 10 10/10
Spk2 10 10/10

Spk3 9 9/9

Spk4 1 6 3 6/10

Spk5 5 4 1 4/10
Spk6 10 10/10
Spk7 10 10/10
Spk8 10 10/10
Spk9 10 10/10
Spk10 10 10/10
Results For Identification 89.9%

2- Text dependent speaker identification case: Three male speakers and 3 female speakers saying the same utterance,
8samples from each speaker. The percentage reaches 98%, see Fig. 4.

B Administraton CA\Windows\system3emd exe = ¢ =l H

Figure 4: Text dependent HTK speaker identification result analysis, case 2
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TABLE III

ANALYSIS OF RESULTS SHOWN IN FIG. 4

Spkl1 | Spki2 | Spki3 | Spkl4 | Spki5 | Spki6

Spkl11 7 1 7/8
Spk12 8 8/3
Spk13 8 8/8
Spki14 g 8/8
Spk15 g 818
Spki6 g 8/8

Results For Identification 97.92%

From previous example cases, it is seen that HMMs could be used to produce a robust speaker identification system.
7 CONCLUSIONS AND FUTURE WORK

It is seen from the obtained results that the adaptation is succeeded in raising the HTK flexibility and robustness in the
field of speaker recognition both verification and identification whether it is text dependent or text independent. The
obtained results gives identification rates around 90% for difficult identification environments with large speaker
numbers. The future work is opened to apply the proposed adaptation to different databases and different languages.
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Abstract— Most developments in speech-based automatic recognition have relied on acoustic speech as the sole input signal,
disregarding its visual counterpart. However, recognition based on acoustic speech alone can be afflicted with deficiencies that
prevent its use in many real-world applications, particularly under adverse conditions. The combination of auditory and visual
modalities promises higher recognition accuracy and robustness than can be obtained with a single modality. Multimodal
recognition is therefore acknowledged as a vital component of the next generation of spoken language systems. This paper
aims to build a connected-words audio visual speech recognition system (AV-ASR) for English language that uses both acoustic
and visual speech information to improve the recognition performance. Initially, Mel frequency cepstral coefficients (MFCCs)
have been used to extract the audio features from the speech-files. For the visual counterpart, the Discrete Cosine Transform
(DCT) Coefficients have been used to extract the visual feature from the speaker's mouth region and Principle Component
Analysis (PCA) have been used for dimensionality reduction purpose. These features are then concatenated with traditional
audio ones, and the resulting features are used for training hidden Markov models (HMMs) parameters using word level
acoustic models. The system has been developed using hidden Markov model toolkit (HTK) that uses hidden Markov models
(HMMs) for recognition. The potential of the suggested approach is demonstrated by a preliminary experiment on the GRID
sentence database one of the largest databases available for audio-visual recognition system, which contains continuous
English voice commands for a small vocabulary task. The experimental results show that the proposed Audio Video Speech
Recognizer (AV-ASR) system exhibits higher recognition rate in comparison to an audio-only recognizer as well as it indicates
robust performance. An increase of success rate by 4% for the grammar based word recognition system overall speakers is
achieved for speaker independent test.

Keywords- AV-ASR, HMM, HTK, MFCC, DCT, PCA, MATLAB, GRID.

1 INTRODUCTION

Automatic speech recognition (ASR) is currently used as an assistive tool in many fields including human computer
interfaces, telephony, and robotics and has been used as an alternative method for individuals with disabilities. In spite of
their effectiveness, speech recognition technologies still need more work to be employed for people with speech
communication disorder especially for people who find it difficult to type with a keyboard.

In human-human communication signals from multiple channels are at work. Human communicate not only through
words but also by intonation, gaze, hand and body gestures and facial expressions. Human computer interaction can
benefit from modeling several modalities in analogous ways. Multimodal systems represent and manipulate information
from different human communication channels at multiple levels of abstraction. So, the need to other source of
information that is related to speech can introduce a novel solution compared to audio only ASR. Visual features like the
movement of the lips and facial features can work as an example of such source of information. Visual features are
demonstrated in many recent audio-visual ASR systems for normal speakers [1, 2].

Hearing impaired and deaf persons make extensive use of visual speech cues and some few individuals perform lip-
reading to such a degree that enables almost perfect speech perception [3]. It is well known that seeing the talker’s face in
addition to hearing his voice can improve speech intelligibility, particularly in noisy environments [4], [5]. The main
advantage of the visual signal is its complementarity to the acoustic signal [6]. Phonemes that are most difficult to
perceive in the presence of noise are easier to distinguish visually and vice versa. The visual signal contains that kind of
information that is acoustically most sensitive to noise [3]. Studies have also shown that visual information leads to more
accurate speech perception even in noise-free environments [7]. The strong influence of visual speech cues on human
speech perception is demonstrated by the McGurk effect [8] in which, for example, a person hearing an audio recording
of /baba/ and seeing the synchronized video of a person saying /dada/ often resulted in perceiving /gaga/.

Automatic speech recognition (ASR) has been an active research area for several decades, but in spite of the enormous
efforts, the performance of current ASR systems is far from the performance achieved by humans: error rates are often
one order of magnitude a part [9]. Most state-of-the-art ASR systems make use of the acoustic signal only and ignore
visual speech cues. They are therefore susceptible to acoustic noise [10], and essentially all real-world applications are

51



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016 ESOLEC2016

subject to some kind of noise. Much research effort in ASR has therefore been directed toward systems for noisy speech
environments and the robustness of speech recognition systems has been identified as one of the biggest challenges in
future research [11].

The advantage of such an approach is straightforward; the weaknesses of one modality are offset by the strengths of
another, resulting in higher accuracy levels. Indeed, audio-visual speech recognition (AV-ASR), in which acoustic
features and visual information extracted from the speaker mouth region are jointly used, has been investigated in the
literature and found to increase ASR accuracy, primarily in the presence of acoustic noise [12,13].

The above facts have motivated significant interest in automatic recognition of visual speech, formally known as
automatic lip reading, or speech reading [5]. Work in this field aims at improving ASR by exploiting the visual modality
of the speaker’s mouth region in addition to the traditional audio modality, leading to audio-visual automatic speech
recognition systems. Critical however to the performance of the resulting audio-visual ASR system is the choice of visual
features that contain sufficient information about the uttered speech.

There are three key reasons why vision benefits human speech perception [14]: It helps speaker (audio source)
localization, it contains speech segmental information that supplements the audio, and it provides complimentary
information about the place of articulation. The latter is due to the partial or full visibility of articulators, such as the
tongue, teeth, and lips. Place of articulation information can help disambiguate, for example, the unvoiced consonants /p/
(a bilabial) and /k/ (a velar), the voiced consonant pair /b/ and /d/ (a bilabial and alveolar, respectively), and the nasal /m/
(a bilabial) from the nasal alveolar /n/ [15]. All three pairs are highly confusable on basis of acoustics alone. In addition,
jaw and lower face muscle movement is correlated to the produced acoustics [16—17], and its visibility has been
demonstrated to enhance human speech perception [18].

Compared to audio-only speech recognition, AV-ASR introduces new and challenging tasks, that are highlighted in the
block diagram of Figurel: First, in addition to the usual audio front end (feature extraction stage), visual features that are
informative about speech must be extracted from video of the speaker’s face. This requires robust face detection, as well
as location estimation and tracking of the speaker’s mouth or lips, followed by extraction of suitable visual features. In
contrast to audio-only recognizers, there are now two streams of features available for recognition, one for each modality.
The combination of the audio and visual streams should ensure that the resulting system performance is better than the
best of the two single modality recognizers, and hopefully, significantly outperform it. Both issues, namely the visual
front end design and audio-visual fusion, constitute difficult problems [19], and they have generated much research work
by the scientific community.

Video File

Audio-Visual speech Recognizer J
. i .

ol

[_ Output: Recognized Speech J

Figure 1: audio-visual speech recognition system

The accuracies obtained by the previous researches in Audio visual speech recognition system are reasonably high [19],
but it is still needed to get further improvement. This paper describes a system that uses the visual features to enhance the
recognition accuracy.

The proposed Audio Video Automatic Speech Recognizer (AV-ASR) system extracts solely appearance based features,
and operates on full face video with no artificial face markings. As a result, both face detection and ROI extraction are
required. All stages of the adopted visual front end algorithm are described below.
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This paper will discuss the effect of adding visual features on the performance of speech recognition system for different
visual features selection methods compared to audio only speech recognition systems and give result on English sentence
corpus.

The rest of this paper is organized as follows. Section 2 discusses previous related works. Section 3 explains the block
diagram of our proposed system. The experimental results are introduced in section 4. Section 5 contains a conclusion
about what have been achieved through this research and future work.

2  PROPOSED SYSTEM

The proposed AV-ASR system architecture that is introduced in this paper is depicted in Figure 2. The input video that
contains the speakers' spoken word is divided into audio file and its corresponding image files. There are two working
threads, the audio front-end and images (visual) front-end. The audio-visual feature integration process is then
performed. Finally, the Hidden Markov Model (HMM) classification is applied to classify the words to their respective
classes.

A. Audio Front-End

In this subsection, preprocessing steps done on the audio files and feature extraction are described.
1) Audio alignment with video stream: GRID corpus is used. The audio is extracted from the composite video
signal. This is accomplished by using the following command to extract mono channel audio signal from the
composite signal (mpg) file, run this command line in windows command bacth file,

for f in *.mpg; do ffmpeg -i "$f" -ac 1 "${f%.mpg}.wav"; done

2) Audio Pre-Processing: Before extracting the ASR features, there are required pre-processes that must be applied
on the speech streams.
e Framing: or segmentation, means dividing the speech signal into smaller pieces to alter it as stationary with
constant statistical properties. It is common in speech to use frame length window not more than 25(ms). In
other words, speech signal holds its properties for small period of time typically 25ms [19].

e Frame Overlapping: Another process that is optionally used to ensure the continuity of the speech signal
properties in the current frame along with the adjacent frames. The typical value for the frame overlap
period is 10ms [19].

e Frame Scaling: Since Speech is a non-stationary signal where properties change quite rapidly over time.
For most phonemes the properties of the speech remain invariant for a short period of time short-term
which estimates of parameters and this is done by effectively cross-multiplying the signal by a window
function which is zero everywhere except for the region of interest. Hamming window is applied on the
current frame.

| Framing Face Delection J
Mouth Deicction |
| Erame Ovelapping %
Tmage resioe |
Visual Feamure |
Fxtraction
B
Dimensiwnalily I
Heduclion
Ne——i s ok
_—T
¢ Classificating }

Figure 2: The block diagram of the proposed audio-visual speech recognition system.
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3)Recognition Feature Extraction from Audio signal: Mel frequency cepstral coefficients (MFCC) is chosen in
this research paper. MFCC is the most common audio features [20], MFCC is based on known variation of the
human ear’s critical bandwidth with frequency. The overall process of the MFCC is illustrated in figure 3 The
software system Hidden Markov Model Toolkit (HTK) [2] is used for extracting 13 MFCC features together
with their 1% and 2™ derivatives producing an acoustic feature vector of length 39 elements.

Windowed frames of
speech signal

Output energy of
filters on Mel-scale

MFCC coefficients

.

Figure 3: Steps of Calculating MFCC features.

B. Visual Front-End

The pre-processing on the images of the input video, visual feature extraction, and post processing are explained below.
The mouth region within a rectangular window was detected as ROI. This was done by applying a classifier trained by
the rapid and robust Viola-Jones object detection algorithm. These colored images are further transformed into gray-scale
ones. By using appearance (pixel) based method, every pixel inside the detected ROI images was considered as a feature.
1)Visual Pre-Processing: We extract the visual features from mouth region; so, the Mouth region needs to be
prepared first and this is done by some preprocessing steps which are briefly explained below:

e Face Detection: Before we begin tracking a face, we need to first detect it. Matlab [22] is used to detect
speaker's face. It has tools for object detection like the vision.CascadeObjectDetector to detect the location
of afacein a video frame. The cascade object detector uses the Viola-Jones detection algorithm and a
trained classification model for detection. A rectangle around the face region is returned.

The Visual Speech Recognition (VSR) system adopted the Viola-Jones detection module [23], which is
much faster than any of its contemporaries via the use of an attention cascade using low feature number of
detectors based on a natural extension of Haar wavelets. In this cascade, each detector fits objects to simple
rectangular masks. In order to reduce the number of computations for such large number of cascades, Viola
and Jones used the concept of integral image. They assumed that, for each pixel in the original image, there
is exactly one pixel in the integral image, whose value is the sum of the original image values above and to
the left. The integral image can be computed quickly, which drastically improves the computation costs of
the rectangular feature models. The attention cascade classifiers are trained on a training set as the authors
have explained in [24]. As the computation progresses down the cascade, the features can get smaller and
smaller, but fewer locations are tested for faces until detection is performed. The same procedure is adopted
for mouth detection, except that object is different and search about mouth will be only on the lower half of
the input image.
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TABLE 1

MOUTH LOCALIZATION ALGORITHM [25]

1. Grab the video frame for input.
2. Achieve the face detection and draw a box on the detected face then determined some of detection box
(face) properties where:
e the origin point
0 Xf: x-coordinate of the left border of face region
0 Yf: y-coordinate of the top border of face region
e The width
0  WTI: the width of face region
e The height
0  Hf: the height of face region
3. Detect the lip region is set as per the following calculations,
0 XI=Xf+Wf/4
YI=Yf+HQ2*H{f/3)
WI=W1/2
HI=H{f/3

o O O

Where:

XI: x-coordinate of the left border of lip region
Y1: y-coordinate of the top border of lip region
W1: the width of lip region
0  HI: the height of lip region
X1,Y1,W1 and HI are the values constituting of the lip region in the lip detection.

o O O

5. Repeat step 2, 3 and 4 for all frames.

Figure 4 The mouth localizing algorithm (a) the box around face (b) the box around mouth in proportional to the face box

e  Mouth Detection: Mouth localization algorithm based on deciding the bounding box around the mouth in a
geometric way. Proportional to the bounding box around the face, the algorithm decides first the left corner point of
the mouths bounding box. Then, the required size of this box can be drawn easily to the extent that encloses any
possible lip movements. But the method introduced in [30] doesn’t give accurate mouth detection method, so we
adjust the mouth region to be calculated from the following formula:

X1=fbox1(1)+((fbox1(3))*0.3);

Y1 =fbox1(2)+(0.73*(fbox 1(4)));

W= (fbox1(3))*0.4;

Hl = (fbox1(4))*0.27,

mnbox=[X1 Y1 W1 HI]J;
Table 1 shows the proposed mouth localization algorithm which was explained in [25]. Figure 4 (a) and (b) show
how the algorithm decides the box around the mouth in proportion to the box around the face. After getting the
rectangle arround the mouth region we use imcrop Matlab function to crop the ROI around the mouth region.

e Resize Mouth Region: Mouth rectangle is resized to be in the form of 2" where n is an integer. This operation is

done in order not to make the calculation of DCT features be affected by the lip location in the input image. We
choose the value of n to be 6 (64*64 pixels). Using Matlab imresize function is used to do this task.
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e Convert RGB to Grey: The input mouth image is of RGB format. It is converted to grey format in range 0 (black)
to 255 (white). We use rgb2gray function for implementing this process.
As simple output of each pre-processing step of visual front-end for an image from a speaker is shown in figure 5

(8) petected face Detected mouth b
(®)  crop image

© resized image (d aray Image

-

"

Figure 5: Visual pre-processing steps. a) Face and mouth detected regions, b) Mouth region only, ¢) Mouth region after resizing by 64x64, and
d) Mouth region as gray scale.

C. Recognition Features Extraction for the visual signal

There are two main visual feature extraction categories that are appearance or pixel based and shape or model based.
Examples of model based features are the width and the height of the speaker's lips. There is a loss of information
because it depends on some information about the lips not the whole region [26]. Appearance based assumes that all
mouth region pixels are informative to speech recognition [27].

Various visual features have been proposed in the literature. In general, feature extraction methods can be categorized
into three kinds: 1. “pixel based” where features are employed directly from the image, 2. “lip contour based”, in which a
prior template or model is used to describe the mouth area and 3. the combination of 1 and 2. Among these approaches,
the one based on low level pixels is assumed to be the most efficient on [27]. As a typical method to extract pixel based
features, image transforms such as Discrete Cosine Transform (DCT) [28], Principal Component Analysis (PCA) [29],
Discrete Wavelet Transform (DWT) [28] and Linear Discriminant Analysis (LDA) [30] have been employed for lip-
reading and have achieved high accuracy for visual-only recognition task. Among these, DCT has been shown to perform
equally well or better than others.

Working at this pixel-based field faces a problem: How to reduce the high dimensional raw image data to low
dimensional feature vectors without losing important information? Potamianos [29] retained the coefficients according to
several sub lattices. Heckmann [32] compared 3 strategies to select the coefficients based on energy, variance and
relative variance respectively and stated that the one based on energy performed best. Nefian [33] divided a 64 x 64
Region of Interest (ROI) into 64 blocks of size 8x8, and extracted the first 2x2 low frequency coefficients from each
block. Projection using LDA to seek optimal classification performance in [33] can also be used for data dimensionality
reduction, although this ability of LDA is limited to the number of classes. Motivated by the above studies, this paper
focuses on the dimensionality reduction strategies for DCT based features for visual-only lip-reading task. In view of the
excellent ability for information compression, PCA is applied to extract DCT coefficients. This combination is assumed
to utilize the advantages of these two transforms. DCT is preferable to differentiate frequencies while PCA is beneficial
to select the most ‘important’ components. Experimental results demonstrate that this new method does improve the
speech reading performance when the final dimension is below a certain point, compared to the methods of selecting the
coefficients according to specific criterion, such as ‘low frequency’.

The visual feature extraction task concentrated in the current work. Inspired by the cascade strategy by [34],

e The first stage is the image transform by using block based DCT. This step forms a 320 dimension vector by
using blocked 8x8 2D DCT and then extract 5 elements from the upper left corner from each block using zigzag
method as shown in figure 6.

e The second step is the dimensionality reduction procedure, using PCA form a final vector V in the final stage.
Then V is used as a feature vector of the visual part of the system.

¢ In PCA we take the first 9 eign vectors which have highest values, the dimension reduced from 320 to 9.
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Figure 6: Extract feature vector from low frequency components from each block
D. Audio-Visual Features Integration

The features from different modalities (audio and visual features) have to be fused at some level. There are two different
strategies to work with different types of features, early integration and late integration. In early integration (or what is
called feature fusion), features from different sources are concatenated in one feature vector. The recognition process is
applied on the combined feature vector. Late integration uses different or same classifiers for each feature type, and then
the results of the classifiers are combined to get the final classification result. In this paper, early integration strategy is
used by concatenating the acoustic and visual feature vectors on one vector. However, the audio and visual are with
different frame rates, 44.1 KHz and 25 Hz for audio and video respectively, so linear interpolation is required first to up
sample the video features rate to be with the same frame rate as audio features.

The Video features vectors are linearly distributed over the Audio features vectors to create the composite features
vectors. The distribution is done by cloning the smaller set of Video features vectors in such that to build the same size
array as such of the larger set Audio features vectors [18]. Then the composite features vectors are constructed by
concatenating both arrays of features vectors (the cloned set video features vectors and the associated set Audio features
vectors).

E. HMM Classification

Hidden Markov Model (HMM) is proven to be highly reliable classifier for speech recognition applications; most of the
current successful systems for automatic speech recognition are based on Hidden Markov Models. The hidden Markov
Model Toolkit by university of Cambridge (HTK) [21] is used for configuring, training and testing the HMM model are
initialized using the Viterbi algorithm [35]. A total of 53 HMM models, one for each word, are trained in this paper. 44
phonemes are used to build each word's model. The proposed model uses 5-state left-to-right models with different
number of Gaussian mixtures from 2 to 128 mixtures. Each state is multi Gaussian statistical model to express the
observed symbols. In HTK, the conversion from single Gaussian HMMs to multiple mixture component HMMs is
usually one of the final steps in building the model. The mechanism provided to do this is the HHED MU command
which will increase the number of components in a mixture by a process called mixture splitting. This approach to
building a multiple mixture component system is extremely flexible since it allows the number of mixture components to
be repeatedly increased until the desired level of performance is achieved.

The MU command has the form: MU n itemList

where n gives the new number of mixture components required and itemList defines the actual mixture distributions to
modify. This command works by repeatedly splitting the mixture with the largest mixture weight until the required
number of components is obtained. The actual split is performed by copying the mixture, dividing the weights of both
copies by 2, and finally perturbing the means by plus or minus 0.2 standard deviations e.g. MU 3 {*.state [2-4].mix}

It is usually increasing the number of mixtures then re-estimating, then incrementing by 1 or 2 again and re-estimating,
and so on until the required numbers of components are obtained. This also allows recognition performance to be
monitored to find the optimum mixture. Better start with a lesser number of mixtures and work way up. As one cannot go
in the reverse direction, that is, there is no way to merge mixtures in HTK. So use single Gaussian models first then
increment so as to reach a mixture of 8.
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Performance analysis:

In order to analyze the system performance, HTK provides a tool HResult. It is used to compute the accuracy of the
system. It compares the machine transcription of the test utterances with the corresponding reference transcription files.

The performance of speech system is evaluated as:
WN=D=5 gz
Tniﬁﬁ-ﬁﬂ'lﬁﬁ €10

where N is the number of words in test set, D is the number of deletions, S is number of substitutions and H is the
number of correct labels. %correct gives the percentage of word correctly recognized. The accuracy is computed as:

?ﬁ:mry-ﬁ'ﬂgﬁ'fniaa-"";nwa (2)

where I is the number of insertions. The performance of speech recognition system can be evaluated by measuring the
word error rate (WER) defined as:

Falerrect wm

lferd Jrror Baie =

M 100 = 100 = Acowracy 3}

N

3  EXPERIMENTAL RESULTS

This section presents the results of the experiments conducted to validate the effectiveness of the proposed design.
Initially the performance of a baseline audio only recognition system is presented. Then, present the effect on the
recognition accuracy of using visual features extracted from degraded video, and finally the result of audio visual system.

A. Data Description

To compare automatic audio visual speech recognition system performance based on the system discussed above; the
GRID corpus [37] is used to perform these comparisons, which is a continuous audio-visual speech corpus for an English
small vocabulary task. It contains 1000 sentences spoken by each of 34 speakers (18 male, 16 female) ages ranged
from18 to 49 years. The original audio and video data were recorded under clean acoustic conditions, and the video
shows only a frontal view of each subject’s face. The sentences in GRID are speech commands according to a very
simple grammar. Each sentence in this database contained six words including a command, color, preposition, letter,
digit, and adverb. The total of 51 words within the vocabulary consist of 4 command words, 4 words representing color,
4 prepositions, 26 letters, 10 digits and 4 adverbs. Example sentences produced by a speaker in this database were “bin
blue at Al again” or “place green by D2 now”. The video was recorded as a sequence of images with a frame legnth of
40ms. In the audio channel, the raw speech signal was converted into a sequence of vector parameters with a fixed 25ms
frame legnth. Table 2 and figure 7 introduce the grammar file for the GRID corpus.

ESOLEC"2016

TABLE 2
SENTENCE STRUCTURE FOR THE GRID CORPUS [37]

Command Color Preposition Letter Digit Adverb
BIN BLUE AT AGAIN
LAY GREEN BY A-Z excluding 1:9. zero NOW
PLACE RED IN W ’ PLEASE
SET WHITE WITH SOON

[ GhwithNoise\gram - Notepads+ X
File Edit Search View Encoding Language Settings Macre Run Pluging Window 7 X
ctio" pry=Y ‘ g @ | BE|S B

Elgam u‘!l

1 SCOMMAND= BIN | LAY | PLACE | SET;
2 SCOLOR= BLUE | GREEN | RED | WHITE;
3 S$PREPOSITION= AT | BY | IN | WITH:

g

SIETTER=A | B | C | D |E | F|G|H|I|J|E|LIM|IN|JO[P|QIRISITIU|V|X|Y]|Z

$DIGIT = ZERO | ONE | TWO | THREE | FOUR | FIVE | SIX | SEVEN | EIGHT | NINE;
SADVERB= AGAIN | NOW | PLEASE | SOON:]
| SENT-START (SCOMMAND $COLOR $PREPOSITION $LETTER $DIGIT $ADVERB) SENT-END)

Normal text file length: 406 lines: 7 Ln:6 Col:38 Sel:0]0 UNIX UTF-8

AMAMAATE ARAT AR Tt Ao ek 1vn

Figure 7: Grammar file for GRID corpus
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e  The Experiment variables

The experiment variables are listed below:
1- Number of the training and testing data used: We take 90% from the used database for training and 10% for testing
2-  Audio Only Speech recognition system, Multimodal Speech recognition system.: We change the types of the feature
used to check the improvement of adding the visual feature to the audio feature
3- Number of Gaussian Mixtures in HMM emitting states: We use 3 emitting HMM states and varying the numbers of
the Gaussian mixtures from 2 to 128 to check if the increasing the numbers of the mixtures will increase the result or
not.
First we take small amount of the database to make a small experiment so we take 100 files, 90 files for training and 10
for test.
e Experiment 1: speech recognition using acoustic features alone
In this experiment, we test audio only speech recognition system. HMM model with 3 emitting states and different
Gaussian Mixtures in each state is used to model the recognition process. The average accuracy of using audio features
only is summarized in figure 8 where the percentage correct against the experiment variables is represented, the qualifiers
mono means monophone recognition, tri, means triphone recognition and Mix2 to Mix128 the number of Guassian
mixtures increase from 2 to 128..

The parameters of each method used in figure 8 are explained in table 3 where A13 means Acoustic parameters with 13
MFCCs with 12 Mel cepstrum plus log energy and A39 mean the 13 elements with their delta (first order derivative) and
acceleration (second order derivatives) coefficients.. Figure 8 proves that the audio only recognizer achieves high
recognition rate for 39 feature vector size than using 13 elements for the feature vector, and the increase of mixtures
number enhances the performance of recognition process for the two sizes of the feature vector. The optimal number of
mixtures for A13 is 4 mixtures where it is 2 in A39. It gives us that increasing the feature vector size from 13 to 39 gives
enhancement for the recognition rate by 6.6%.

TABLE 3

RESULT OF AUDIO ONLY SPEECH RECOGNITION SYSTEM

Feature Type Vector length Best Result
A13 Audio only with MFCC_0 13 80% with Mix4
A39 Audio only with MFCC_0_D_A 39 86.67% with Mix2
90
85 o

I
75 x —l—Al3
70 = =—4—A39
65

60 T T T T T T T T ]
mono tri mix2 mix4 mix8 mix16 mix32 mix64 mix1l28

percentage correct

Figure 8: Percentage correct for audio only speech recognition with different mixture

e Experiment 2: speech recognition using Audio Visual features
The audio features and visual cues contain information related to speech production and combining these two signal
streams can improve recognition accuracy; so we combined visual and acoustic features for dataset. In this experiment
we check the change of the image resize effect from 64x64 and 128x128 the result is shown in table 3 which explains
that resizing the image with 64x64 gives better results.

Change in the visual feature vector length from 2, 3, 5 and 6 the DCT matrix methods are applied and compared. The
parameters of each method used in figure 9 are explained in table 3, where AV45_128 means audio visual features with 45
feature vector size and 128x128 image size. The results indicate the best recognition obtained by using 64x64 image size with
the DCT and PCA feature extraction. From table 4 we can see that best result is obtained when using audio visual feature
with size of vector 42 and image size 64x64 with 91.67% recognition rate.
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TABLE 4

RESULT OF AUDIO VISUAL SPEECH RECOGNITION

Feature Type
Vector length Image size Best Result
Audio Video
76.67%
AV45 128=6+39 MFCC 0 D A Blocked DCT 39 audio +6 visual 128x128 At triphone and
mix2
0,
AV44_64=5+39 MFCC 0 D A Blocked DCT 39 audio +5 visual 64x64 S.OA’
- — == at triphone
85%
AV41_64=2+39 MFCC 0 D_A Blocked DCT 39 audio +2 visual 64x64 At triphone and
mix2
_ . . 91.67%
AV42 64=3+39 MFCC 0 D A Blocked DCT 39 audio +3 visual 64x64 at Mix2
_ . . 88.33%
AV45 64=6+39 MFCC 0 D A | Blocked DCT +PCA | 39 audio +6 visual 64x64 .
- — == at triphone

=4=AV45 128=6+39

=ili—AV44 64=5+39

=i—=AV4l_64=2+39

% correct

—=—AV42_64=3+39

st AVA45_64=6+39
60 T ] I I T

mono tri mix2  mix4d mix8 mixle mix32 mix64d mix128

Figure 9: Percentage correct for audio visual speech recognition with different mixtures

e Experiment 3: speech recognition using acoustic features only Vs Audio visual feature Vs Video only speech
recognition for 100 files

In this experiment, we compare the three feature types to verify the effeteness of the proposed system by obtaining
the result for using audio only, video only and the combination of them in audio-visual feature. The results prove
that using the audio visual system with blocked DCT visual feature gives better result with 90% recognition rate , in
the second stage 88.33% by using audio-visual with blocked DCT and PCA. It means that using visual features with
the audio features improve the result with 3.4%. Figure 10 explains the obtained results of getting different visual
features and with different sizes for different mixtures.

TABLE 5

RESULT OF THE AUDIO ONLY VS VIDEO ONLY VS AUDIO-VISUAL SYSTEM

Feature Type
Vector length Image size Best Result
Audio Video
0,
A39 MFCC_0_D_A ~ 39 audio only 64x64 86’67. %
At mix2
0,
AV45=39+6 MFCC_0_D_A DCT 39 audio+6 visual 64x64 9.04
- - - At triphone
» . . 88.33%
AV45=39+9NewPCA MFCC 0_ D A DCT+PCA 39 audio+9 visual 64x64 At mix2
. 70%
Vé ~ DCT+PCA 6 visual only 64x64 At triphone
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mix4d
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Figure 10: percent correct for Audio only Vs Video Only Vs Audio-visual

e Experiment 4: speech recognition using acoustic features only Vs Audio visual feature Vs Video only speech
recognition for total database.
From the results obtained we can see that using visual features which are extracted by blocked DCT and PCA
with the audio features give enhancement for the performance of the recognition process and give more

enhancement in case of noisy system as shown in figure 11.

RESULT FOR AUDIO ONLY AND DIFFERENT AUDIO VISUAL TECHNIQUES FOR TOTAL GRID DATABASE

TABLE 6

=¥

A39 MONO | TRI | MIX2 MIX4 MIX8 | MIX16 | MIX32 | MIX64 | MIX128
WORD: %Corr 72.13 | 92.82 | 94.01 95.54 96.79 97.73 98.45 98.81 99.25
SENT: %Correct 1599 | 64.11 | 68.79 75.77 82.04 86.81 90.96 93.6 95.51
AV 39+3zigzag
WORD: %Corr 71.61 | 91.74 | 9335 95.03 96.66 97.83 98.57 99.04 99.35
SENT: %Correct 1528 | 59.75 | 65.99 73.65 81.49 87.7 91.94 94.53 96.22
AV 39+6(5DCTzigzag >
6PCA)
WORD: %Corr 7227 | 91.89 | 93.29 95.29 96.68 97.71 98.5 99 99.28
SENT: %Correct 16.3 60.82 | 66.73 75.22 81.89 87.3 91.39 94.16 95.73
TR [~ B— . |
E
£ :
H +—total 39
§ —— A\ 304 Rzigzog
- AN AA+HSNCTrigrag = GPCA)Y
..‘:-."':b

Figure 11: percent correct for Audio only Vs Video Only Vs Audio-visual for total GRID database

4 CONCLUSION

In this paper, we provided a brief overview of the basic techniques for automatic recognition of audio-visual speech,
proposed in the literature over the past twenty years, with particular emphasis in the algorithms used in our speech
reading system. The two main issues relevant to the design of audio-visual ASR systems are: First, the visual front end
that captures visual speech information and, second, the integration (fusion) of audio and visual features into the
automatic speech recognizer used. Both are challenging problems, and significant research effort has been directed
towards finding appropriate solutions. This study investigates the effect of adding Discrete Cosine Transform
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Coefficients DCT of mouth region as visual features which dimensionality are reduced by using Principle component
analysis PCA with audio features. The proposed system is tested on the standard database, GRID sentence database.
Speaker dependent and speaker independent experiments are tested and change DCT visual feature size and using PCA
are applied and compared. It was found that adding the whole upper left corner region of DCT coefficients matrix with
using PCA can improve the performance of AVASR. From the experiments given in this paper we find that the optimal
number of audio vector size is 39 it gives enhancement for the recognition rate by 6.6%. The results indicate that the best
recognition is obtained by using 64x64 image size with the blocked DCT and PCA feature extraction with best result
obtained when using audio visual feature with size of vector 42 and image size 64x64 which is 91.67% recognition rate.
It means that using visual feature with the audio feature improves the result with 5%. Also when testing the system under
noisy environment it improves the result.
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Abstract—Arabic morphology poses special challenges to computational natural language processing systems. Its rich
morphology and the highly complex word formation process of roots and patterns make computational approaches to Arabic
very challenging. In spite of the recent progress, Arabic is still lacking the necessary tools and annotated resources, and Arabic
Natural Language Processing (NLP) is still in its infancy. In this paper we present a Morphologically Annotated Gold
Standard Arabic Resource (MASAR) which is planned to help in building Arabic NLP systems.The used data are selected
form the International Corpus of Arabic covering different sources and genres. The analysis of this data follows the stem-
based approach depending on Buckwalter Arabic Morphological Analyzer. In building MASAR, more detailed and new tags
were added, more features were inserted and other features have been handled.

1 INTRODUCTION

The importance of corpora to language and linguistics studies is parallel to the importance of empirical data. Empirical
data enable the linguist to make objective statements, rather than those based upon the individual's own internalized
cognitive perception of language. Because language and linguistics studies cannot rely on intuition or small samples of
language, they require empirical analysis of large databases of texts as in the corpus-based approach. Since corpora
consist of texts, they enable linguists to contextualize their analyses of language. Hence, corpora are very well suited to
more functionally based discussions of language and linguistics.

In spite of the recent progress, Arabic is still lacking the necessary tools and annotated resources, and Arabic NLP is still
in its infancy. Although tagged corpora are of great importance in extracting grammatical and linguistic information and
training machine learning algorithms, and although their information is useful for Natural Language Processing
applications such as text indexing, information retrieval and speech processing, they are not freely available for research.

Arabic is a language of rich morphology compared to other languages especially European languages. It is based on both
derivational and inflectional morphology. The richness of Arabic morphology makes the analysis process difficult to deal
with[1].

Morphological analysis for text corpora is a prerequisite for many text analytics applications, which has attracted many
researchers from different disciplines such as linguistics (computational and corpus linguistics), artificial intelligence,
and natural language processing, to morpho-syntactically analyze text of different languages including Arabic. Recently,
several researchers have investigated different approaches to morphological and syntactic analysis for Arabic text. Many
systems have been developed which vary in complexity from light stemmers, root extraction systems, lemmatizers,
complex morphological analyzers, part-of-speech taggers and parsers [2].

All these issues give rise to the need to have a rich morphological annotated resource for Modern Standard Arabic (MSA)
since it is currently the sixth official language of the United Nations and it is also one of the most widely spoken
languages in the world with estimated 422 million native speakers. In this paper, the focus is on building a
Morphologically Annotated Gold Standard Arabic Resource (MASAR) which is built during the process of developing
the International Corpus of Arabic (ICA) and it will be available soon for all researchers to be accessed and used.

In what follows, section 2 discusses the issues of compiling and analyzing the data morphologically, starting from data
description, analysis stage tools and procedures. Section 3 reviews the description of the used tag sets and the available
information (current state). Section 4 reviews one of the most prominent related works, Penn Arabic Tree Bank (PATB),
and sets a comparison between it and the current resource. Finally, section 5 concludes the paper.

2  DATA COMPILATION AND ANALYSIS

Developing MASAR began at Bibliotheca Alexandrina (BA) in 2006 during building the “International Corpus of Arabic
(ICA)”, a serious effort to build a representative Arabic corpus as being used all over the Arab world to support research
on Arabic. The collection of samples is limited to written Modern Standard Arabic selected from a wide range of sources
designed to represent a wide cross-section of Arabic [3].
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The first goal of the ICA is to morphologically analyze the collected corpus [4]. In 2007, the morphological analysis
stage began and it was preferred to develop our own morphologically annotated gold standard analyzed resource to be
used while analyzing the whole ICA data, since it contains more information and details than any other annotated data. It
has two releases; the first one consists of about 500 thousand manually annotated words and the second one consists of
about 1.5 million automatically annotated words using BASMA [5]that are verified for quality assurance. In this paper,
the first release is our concern. The following is the description of the selected data of the first release and the issues that
were faced during the analysis process:

A) Data Description:

In the first release of MASAR, 1,111 text documents were selected from ICA corpus from texts that were published in
2006-2007. It contains 570,137 tokens; 69,937 are punctuations, numbers, and Latin strings and 500,200 Arabic word
tokens representing 81,487 word types. These texts are selected from different sources in ICA; Press, Net Articles and
Books as figure 1 shows. Moreover, these selected texts covered more than one genre as Table 1 shows. In Press Source,
the texts are selected from news papers, magazines and electronic press that cover different countries as figure 2 shows.

10% 206 ._ 1.1_:|-..-:. m a

WEpyp
M Press
JToedzn

= Kuwat

8 Net Articles S

® Oz Asab

World
Books S Arabia

= Yaman

H Academic

85%

Figure 1. MASAR Texts Distribution According to Sources. Figure 2. The Distribution of MASAR Words of the Press Source
According to Countries.

TABLE 1

MASAR TEXTS DISTRIBUTION OVER THE GENRES

_ Genre ~ Words Count | Do
Politics 151,211 305
Miscellaneous 114,253 439
Child Stories 59.174 17
Economy 38.930 90
Society 35,955 67
Sport 31.675 88
studies of Literature & Linguistics 19,025 31
Biography 11,733 8
Art & Culture 11,580 33
Islamic 8,127 10
Short Stories 5432 9
Law 5.390 4
Christian 2,775 5
Prose & Poetry 2.513 2
Compared Religions 2,427 3

Total 500,200 1111
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Before the morphological analysis process, each text is preprocessed and marked up with some structural markup such as
beginning and end of document, title, paragraph or question.

B) Analysis Stage: Tools and Procedures:
1. Resources and Morphological Analyzer

The stem-based approach (concatenative approach) has been adopted as the linguistic approach to analyze the ICA. The
second version of Buckwalter Morphological Arabic Morphological Analyzer (BAMA 2.0) [6] has been selected since it

is a well-known analyzer in the literature and has even been considered as the “most respected lexical resource of its kind

tt)

[7]. It is used in LDC Arabic POS-tagger, Penn Arabic Dependency Treebank, and the Prague Arabic Dependency
Treebank. It is designed as a main database of word forms interacting with other concatenation databases. Every word
form is entered separately, and the stem is used as the base form. The word is viewed as composed of a basic unit that
can be combined with morphemes governed by morph tactic rules. It makes use of three lexicons: A Prefixes lexicon, a

Stem lexicon, and a Suffixes lexicon [4]& [8].

Although Buckwalter has many advantages including its ability to provide a lot of information such as Lemma,
Vocalization, Part of Speech (POS), Gloss, Prefix(s), Stem, Word Class, Suffix(s), Number, Gender, Definiteness and
Case or Mood, it does not always provide all the information the ICA requires, and in some cases, the provided analyses
would need some modification. It may give the right solution for the Arabic input word, provide more than one result that
needs to be disambiguated to reach the best solution, provide many solutions, but none of them is right, segment the input
words wrongly without taking the segmentation rules in consideration or provide no solutions at all. Consequently,
solutions enhancement is needed in these situations. For more details about BAMA problems and how these problems

have been handled see [4] &[9].

As a result of BAMA'’s problems, the number, gender, and definiteness features need to be modified according to their
morphosyntactic properties. Some tags had been added to BAMA’s lexicons, some lemmas and glossaries had been
modifiedand others had been added [4], [9] & [10]. In addition, three new features had been used while developing

MASAR:

= Name entities: The name entity feature has been identified by adding the feature (NE) to the words that carry this
feature. By adding this feature, researchers can easily identify name entities and determine their correct part of speech
according to context. For example, “&S Y saaidl <y 3 “AlwilAyAtuAlmut~aHidapu Al>miyrokiy~apu”! “the
United States of America” appears in the analysis as table2 shows:

AN EXAMPLE OF NAME ENTITY

TABLE 2

R NOUN [ NE
saaidl ADJ NE
i<,y | ADJ NE

= Root: It has been noticed that the root feature does not appear in BAMA'’s output, although it is found in its dicStems
lexicon. Moreover, unfortunately not all of the roots that are available in this lexicon are Arabic roots and other roots
are wrongly detected, so there has to be some modifications in these roots. After reviewing all roots in the dicStems
lexicon, some modifications were needed in BAMA’s AraMorph Perl file to show the root feature in BAMA’s output.

= Stem Pattern: Although the stem pattern is not used in BAMA’s lexicon at all, it is a very useful feature that may help
the researcher in detecting the number, gender and case ending of some Arabic words automatically. The stem patterns
have been detected automatically, in some cases depending on root and stem and in other cases depending on root,
lemma, and stem. Then, these stem patterns have been added and mapped in the dicStems lexicon. Moreover, some

modifications were needed in BAMA’s AraMorph Perl file to show the stem pattern feature in BAMA’s output.

Moreover, 484,595 words representing (96.88%) were provided with a suitable morphological analysis from BAMA, and
15,605 words representing (3.12%) were not provided with a suitable morphological analysis from BAMA for one of two
reasons, either because BAMA does not provide any analysis, or because none of the solutions BAMA provides are
suitable for the word’s context.These words are manually analyzed according to their contexts, then they are added to
BAMA’s lexicon to be analyzed in the same manner as they would be if they have been analyzed automatically by

BAMA.

IThe transliteration scheme follows that of BAMA: http://www.qamus.org/transliteration.htm[Accessed 1-11-2016].
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2. Morphological Disambiguation Tool

In order to improve the speed and accuracy of the manual morphological annotation, an interface that allows the
annotators to concentrate on the task of providing the best morphological analysis of each word according to its context
has been developed. All BAMA’s solutions have been parsed in a certain way that separates the clitics automatically
based on each POS so that each feature is shown separately on the interface.These features are prefixes, stem, suffixes,
glossary, number, gender, definiteness, lemma, case ending, root, pattern, and vocalization. In this interface, the
annotator may leave a comment that the word has been disambiguated manually or that the word has a spelling mistake.

3. Morphological Disambiguation Procedure and Quality Control

The morphological annotation procedure is to use the automatic developed interface to provide a pass through the data.
BAMA'’s handled lexicon and morphological analyzer is used to generate a candidate list of “POS tags” for each word.
The POS morphological annotation task is to select the suitable POS tag from the list of alternatives provided (whether
BAMA'’s solutions or manual words). Once the annotation process is done, the annotated files are saved in a database in
a way where each feature is saved separately in order to ease the next stages of syntactic and semantic analysis processes
as figure 3 shows.

word - lemmai- wvoc - gloss - prl - stem - sufl - gen - num - def - casee - root - Stem_Pattern
L~ fiy fiy in fiy/PREP NONE NONE
e\ vana¥  >avonA'l during >avonA'/l FEM PL_BR DEF (ELi/GEN wvny >afoEaAl
2 tawaj~uh tawaj~uh attitud: tawaj~uh, him/PO MASC SG DEF (ELI/GEN  wijh tafaE~ul
45 say™~Arap bisay~Arz by/with bi/PRE say~Ar/N at/NSU FEM SG DEF (ELi/GEN  syr faE~aAl
! <ilaY <jlay to/towi <ila¥/PRE NONE NONE
p4eess  madorasa madorasa school - madoras/ at/NSU FEM 5G DEF (ECifGEN  drs mafoEal
= fiy fiy in fiy/PREP NONE NONE
[ SAriE SAriEi street SAriE/NO MASC S5G DEF (EL i/GEN SrE faAEil
o el madorasa AlmadAri the + sc AlfDE madAris/ FEM PL_BR DEF ifGEN drs mafaAEil
>t Hay™ biHay™i  by/witt bi/PRE Hay~/NO! MASC 5SG DEF (EL i/GEN Hyy fakol
a1 ramol Alr~imAli the + sz Al/DE rimAl/NC FEM PL_BR DEF if/GEN rml fiEaAl
Bl mukotaZ” Almukota the + o\ Al/DE’ mukotaZ”™ MASC SG DEF  ifGEN kZZ mufotaEal/mufotakil
o~,'=%  madorasa biAlmadA with/by bi/PRE madAris/ FEM PL_BR DEF i/GEN drs mafaAEil
sy {ibotidA} Al{ibotids the + el Al/DE {ibotidA} ap/NSUFEM SG  DEF  i/GEN  bd' {ifotiEaAliy™
= garob garoba  west/W garob/NC MASC 5G DEF (ELa/ACC grb fakol
i gaz“ap gaz~ap Gaza gaz~ap/N FEM  SG DEF NOME NONE
5 Punc Punc Punc Punc Punc Punc Punc Punc Punc Punc Punc Punc
P/ EOF_Prg EOF_Prg EOF_Pr,EOF_P EOF_Prg EOF_Pr EOF_Prg EOF_PiEOF_Pr EOF_Prg EOF_Prg EOF_Prg
/P BOF_Prg BOF_Prg BOF_Pr BOF_F BOF_Prg BOF_Pr BOF_Pr; BOF_P BOF_P1 BOF_Prg BOF_Prg BOF_Prg
EF=T *akar-u wa*akara and + m wa/CC *akar/PV at/PVSL *kr fakal
s maSodar maSAdiru sources maSAdir/ FEM PL_BR INDEF u/NOM Sdr mafaAEil
£ >amoniy™ >amoniy™ security >amoniy™ ap/NSU FEM SG INDEF N/NOM 'mn faEoliy™
ikl filasoTiyn filasoTiyn Palestir filasoTiyn ap/NSU FEM SG INDEF N/NOM NONE NONE
o >an™a >an™a that >an~a/su NONE NONE
el musal~aH musal~aH armed/ musal~aH iyna/N¢ MASC PL INDEF ACC slH mufaE~al
Cmaila mulav~an mulav~an masked mulav~an iyna/N¢ MASC PL INDEF ACC Ivm mufaE~al
osiie  {isotaqal” yasotaqil’ they (pr ya/IV3 sotaqil™/l uwna/l' MOOoD: qll sotafoEil

Figure 3. Sample of ICA Gold Standard Resource

The data of MASAR have been morphologically annotated by ten well-trained linguistic annotators. In order to make
sure that the annotators follow the same guidelines and of almost the same level of professionalism, nine files with total
of 9,153 words (and varying numbers of POS choices per word) were tagged independently by each annotator and they
were compared together. Out of 9,153 words, only 449 words show some disagreement. All ten agreed on 89% of the
words; the pairwise agreement is at least 94.8%.

3  DATA CURRENT STATE

After disambiguating and developing MASAR, it has been found that:

e  There are about 4,100 new unique lemmas that were either modified or added.

e The root feature has been handled to appear in the output of the modified BAMA representing 3,451 unique
roots.

e The pattern feature has been added to MASAR, representing 821 unique patterns.They cover all Arabic roots
that are in the modified BAMA.

e There are 191 unique tags in the modified BAMA, while there were 167 unique tags in BAMA 2.0. Table 3
shows some tags that have been added to the modified BAMA:
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TABLE 3
ADDED NEW TAGS IN MASAR

Tag Example Description
NOUN_ADV(M) & pa dall el Adverb of Manner
jA'aAlr~ajulumusoriEAF
NOUN_ADV(T) oal @l Giaa Adverb of Time
Hadava *'lika>amosi

NOUN_ADV(P) i ga (aadll ) 5 Adverb of Place
taduwru Al$~amosuHawolanafosihA

NOUN(VERBAL) el Verbal noun

taEAlanaloEabo

NOUN_PROP_ADV(T) (alalls UG asl) Proper nouns that refer to

{ilotagayotuhuAlv~ulavA'aAlmADiya adverb of time

It can be noticed that all the used tags in MASAR belong to 5 main tag set categories which are divided into 25 sub tag
sets as table 4 shows:

TABLE 4
TAG SET CATEGORIES AND SUB TAG SETS

Tag Set Category Sub Tag Sets
Verbal category Command Verb, Imperfect Verb,
Imperfect Passive, Verb Past Verb
&Past Passive Verb
Nominal category Adjective, Noun, Adverb of Manner,

Adverb of Time, Adverb of Place,
Verbal Noun, Proper Noun &
Proper Noun (Adverb of Time)

Pronouns category Demonstrative Pronoun, Pronoun &
Relative Pronoun.
Particles category Focus Particle, Future Particle,

Interrogative  Particle, Negative
Particle, Particle, Verbal Particle &
Exception Particle.

Conjunctions category Conjunctions & Sub Conjunctions.
Preposition and Interjection -

e In addition, some prefixes and suffixes have been added in modified BAMA. Table 5 shows some added tags to
the prefixes and suffixes:
TABLE 5
SAMPLE OF ADDED PREFIXES AND SUFFIXES
CV_SUBIJ:2FP
CV_SUBIJ:2FS
CV_SUBIJ:2MP
Prefixes CV_SUBIJ:2MS
wa/PREP
la/PREP
>a/INTERROG PART
hAt/NSUFF
NSUFF_SUBIJ:2MS
CVSUFF_SUBJ:2MD
CVSUFF_SUBIJ:2FP
CVSUFF_DO:3FS
CVSUFF DO:3FS

Suffixes

69



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016

broken (PL_BR) and the EDAFAH features.

A) Releasing Format

ESOLEC"2016

Moreover, new more detailedfeatures have been added in the number and definiteness features; the plural

In order to make MASAR easy to use, each raw text (in txt format) will be accompanied with its analyzed file that will be
available in XML format as figure 4shows.

4

<solut
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a>NOUN</Taga>
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<Gender>MASC</Gender>
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>witness/obsexve + he/it</Gloas>

Figure 4. Analyzed Sample in MASAR

COMPARING ICA GOLD STANDARD RESOURCE WITH THE MOST PROMINENT RELATED WORK

Most researchers working in the field of Arabic natural language processing opt to construct their own manually
collected datasets to run their experiments. Most of the time, the datasets are small and therefore their experimental
findings may neither be convincing nor clear as how to scale up the results. Linguistic resources, which are required in
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advanced research of Arabic natural language processing, have to be built from scratch and then they should be shared
with researchers in the field of Arabic NLP to expedite the development of Arabic natural language processing
applications [11].

Corpora are important resources for language studies; however, Arabic lacks sufficient resources in this field. Therefore,
many trials have been conducted to build Arabic corpora, but unfortunately some of them were unsuccessful trials and
others were for commercial purposes.

One of these attempts that is considered one of the gold standard corpora and is being used by different researchers to
develop and test their own applications; the Penn Arabic Treebank (ATB). It began in the fall of 2001; now it has
completed three full releases of morphologically and syntactically annotated data: (1) Arabic Treebank: Part 1 v 2.0,
roughly 166K words of written Modern Standard Arabic newswire from the Agence France Presse corpus; (2) Arabic
Treebank: Part 2 v 2.0, roughly 144K words from Al-Hayat distributed by Ummah Arabic News Text, and (3) Arabic
Treebank: Part 3 v 1.0, roughly 350K words of newswire text from An-Nahar press.

Penn Arabic Dependency Treebank used the output of BAMA and its main lexicon that contains over 77,800 stem entries
representing about 45,000 lexical items. It used Buckwalter as the starting point for the morphological annotation and
POS tagging of Arabic newswire text. For each input string, the analyzer provides a fully vocalized solution (in
Buckwalter Transliteration), the word’s unique identifier or lemma ID, a breakdown of the constituent morphemes
(prefixes, stem, and suffixes), and their POS values and corresponding English glossaries.

Two major decisions in the actual annotation procedure regarding the morphological/part-of-speech (POS) tags have
been made, both in an effort to enhance the POS tags to be more suitable for the syntactic annotation. The process of
enhancing the Arabic Treebank focused primarily on making the guidelines more comprehensive, more consistent, and
clearer at both the morphological and syntactic levels. However, the Part-of-Speech/morphology/gloss annotation has not
yet been fully and manually revised — it is planned to revise this phase of annotation for the future releases.

There were 3781 automatic Part of Speech (POS) tag changes. These tag changes were an approximation to what the
“correct” tags should be. The available corrections include correcting the core POS tag (for example, changing an active
verb tag to a passive verb tag), correcting tokenization errors, and correcting case endings. The annotation tool has been
modified so that Treebank annotators now have the ability to correct case endings and specific POS tags such as CONJ _
ADV or PREP _NOUN [12].

When comparing the Penn Arabic Tree Bank with MASAR as they are both based on BAMA, a number of conclusions
could be drawn:
e In Penn Arabic Tree Bank, words that do not have analysis solutions from BAMA are given a comment “NO
Match”, while it is analyzed in MASAR in the same manner as they would have been analyzed.
Wrong tags and lemmas from BAMA are still found in PATB.
MASAR makes use of more features; Name Entity, Root, and Stem Pattern.
MASAR has more details in some features as PL_BR in number feature and EDAFAH in definiteness feature.
BAMA's missing or wrong number and gender features have been handled in MASAR, while this is not the case
in PATB.
e In disambiguating the PATB data, if the best solution of a certain word needs some modifications, the analysts
could only leave a comment. For example, “Should be NOUN”. However, this is not the case in MASAR where
the solution can be modified and then assigned to the word.

These and other issues can be observed when comparing PATB with MASAR. Therefore, it could be claimed that
MASAR may be considered as a good resource for researchers who are concerned with morphological analysis of Arabic
and they can use it in developing and evaluating their systems.

5 CONCLUSIONS

This paper presented an attempt to build a morphologically annotated gold standard resource for Modern Standard Arabic.
About 500,000 words are morphologically annotated using a modified version of BAMA. MASAR first release will be
available soon for researchers to be used in developing and testing their application. It is expected to analyze this data
syntactically and semantically in the future.
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Abstract— Diacritization of written text has a significant impact on Arabic NLP applications. We present an approach to
Arabic automatic diacritization that integrates morphological analysis with more intensive shallow syntactic analysis which
has great effects in improving the results of the case ending. The developed system (Alserag) is a rule based system. The results
of the system in this phase were evaluated for accuracy against the reference using two metrics; diacritization error rate
(DER) and word error rate (WER). The DER measurement was 4.42% while WER measurement was 14.75% while the
previous DER measurement was 8.68% while WER measurement was 18.63%. The whole data of Alserag results have been
benchmarked among other three systems; Harakat, Mishkal, Aldoaly, as well as the previous results of the Alserag system
before the syntactic analysis improvements.

1 INTRODUCTION

Diacritizing Arabic written text is crucial for many NLP tasks. Arabic diacritics are superscript and subscript diacritical
marks (referred to sometimes as vocalization or vowelling), defined as the full or partial representation of short vowels,
shadda (consonantal length or germination), tanween (nunation or definiteness), and hamza (the glottal stop and its
support letters) [1]. Diacritization helps the reader in disambiguating the text or simply in articulating it correctly. Arabic
is a language where the intended pronunciation of a written word cannot be completely determined by its standard
orthographic representation; it rather depends on a set of special diacritics. The absence of these diacritics in Arabic text
increases lexical and morphological ambiguity, because one written form can have several pronunciations, each
pronunciation may have different meaning(s) [2,3]. The word form"_S" zakar’ can have many possible pronunciations
like ‘zakar’(male) and ’zakara’ (to mention).

However, these diacritics are generally left out in most genres of written Arabic which results in widespread ambiguities
in pronunciation and (in some cases) meaning.

Although native speakers are able to disambiguate the intended meaning and pronunciation from the surrounding context
with minimal difficulty, it is not the case with automatic processing of Arabic which is often hampered by the lack of
diacritics. Several applications can radically benefit from automatic diacritization, such as Text-to-speech (TTS), Part-
Of- Speech (POS) tagging, Word Sense Disambiguation (WSD), and Machine Translation [3].

The focus in this paper is on the improvements of the syntactic analysis of Alserag; an Arabic diacritizer. Alserag is
based on different steps: retrieval of unambiguous lexicon entries, disambiguating between the different stored possible
solutions of the words to realize their internal diacritization through the morphological analysis step, the syntactic
processing step that is responsible for the case ending detection is based on shallow parsing and finally the morpho-
phonological step.

This system has been presented before in the AISI 2016 [4], the results of the system were DER measurement
that was 8.68% while WER measurement that was 18.63%. Moreover, the system was fully described in this paper.
However, the system is reintroduced in this paper since intensive improvements have been made in the syntactic analysis
leading to a change in the results. This paper will also present the challenges that faced the system that were overcome
and the limitations of the system.

Section 2 will present the related work concerning automatic diacritization for Arabic text. Section 3 demonstrates
the grammar workflow. Section 4 explains the different applied modules to fully diacritize texts. Section 5 evaluates the
output and discusses the results and also is concerned with the benchmarking process. Finally, Section 6 concludes the

paper.
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2 THE STATE OF THE ART

Much work has been done on Arabic diacritization. The actually implemented systems can be divided into two
categories [5]: Systems implemented by individuals as part of their academic activities and systems implemented by
commercial organizations for realizing market applications.

One of the advantages of the first type is that they presented some good ideas as well as some formalization. The weak
point about these systems was that they are mostly partial demo systems [5]. The following are examples of these
systems:

[6] choose the analysis from the diacritizations proposed by the Buckwalter Arabic Morphological Analyzer (BAMA).

[7] also used (BAMA). They sought to improve automatic speech recognition (ASR) by working on diacritization.
They used a language-modeling approach.

[8] follow a statistical model. The model combines different sources of information ranging from lexical, segment
based, and POS features.

[9] introduce MADA system that uses BAMA, where they select the optimal full morphological tag for Arabic in
context and use it to select from a list of possible analyses produced by a morphological analyzer. [10] presents an
approach that integrates syntactic analysis with morphological tagging through improving the prediction of case and state
features.

For the second category, the most representative commercial Arabic morphological processors are Sakhr, Xerox, and
RDI [5].

Armedia is part of the Sakhr Office Tools. It is a large scale Arabic diacritizer that is achieved by native Arabic
speakers. It is based on standard Arabic dictionaries. However, that has caused a problem, since any morphologically
possible Arabic word that is not registered in these dictionaries will not be considered. The problem of this restriction is
that even the most extensive Arabic dictionaries do not list all the used Arabic vocabulary of that time. The actual
implementation of the statistical disambiguation at Sakhr is made by considering only the monograms of words in the
text corpus and does not count for the correlation among neighboring words. Moreover, it is an unfree tool.

Xerox is an Arabic diacritizer, and it is the best system implemented by non-native Arabic speakers. Yet, it suffers
some shortcomings, such as it is based on the standard Arabic dictionaries which means that all the morphologically
possible Arabic words that are not registered in these dictionaries are not considered. Xerox system does not have a
mechanism for disambiguation. Therefore, the coverage of the final system is not considered as outstanding [5].

RDI is also a large-scale Arabic diacritizer that is achieved by native Arabic speakers. It has a number of advantages
over the previously mentioned systems: It is a factorizing system which allows dealing with all the possible Arabic words
with no need to be tied to a fixed vocabulary. This system uses a powerful n-grams statistical disambiguation technique
which means that the system considers the statistical correlation among the words and their neighbors [11, 12].

KAD is an Arabic diacritizer in which a technique that depends on two major steps is used. The first step is to create a
very rich list of frequently used Arabic quad-grams, the second step is to use this list in diacritizing almost any Arabic
text [13].

There are also other available systems as Mishkal Arabic diacritizer, and Harakat Arabic diacritizer; they are free
Arabic diacritizers which are available online. Finally, in March 2016 Google has launched an innovative new Google
Labs Arabic tool called Tashkeel, a tool that adds the missing diacritics to Arabic text. Unfortunately, the tool is not
available now.

There is another system[14] that has integrated three different proposed techniques, each of which has its own
strengths and weaknesses. They are lexicon retrieval, diacritized bigram and SVM statistical-based diacritizer. Firstly,
lexicon retrieval technique (LR): It tries to find the diacritized word returned from an Arabic lexicon. Secondly,
diacritized bigram technique (DB): When more than one solution is retrieved for an ambiguous diacritization, the bigram
technique is applied. Finally, SVM-statistical technique (SVM): The main idea of this approach is to tokenize and
automatically annotate tokens with the correct POS tags. Then, by searching the Arabic lexicon using a token and the
corresponding POS, the correct diacritization result can be reached, even though multiple ambiguous words are retrieved
from the lexicon [14].

Most of the previous approaches cited above utilize different sequence modeling techniques that use varying degrees of
knowledge from shallow letter and word forms to deeper morphological information. None of the previous systems make
use of syntax with the exception of [10] who have integrated syntactic analysis; however, they are not rule based.

Alserag has been developed in 2016, it is based on different steps: retrieval of unambiguous lexicon entries,
disambiguating between the different stored possible solutions of the words to realize their internal diacritization through
the morphological analysis step (the system tokenizes a text and provides a solution for each token and restores the
appropriate internal diacritics from the dictionary), the syntactic processing step that is responsible for the case ending
detection is based on shallow parsing and finally the morpho-phonological step that is developed to fulfill the
requirements of vowel harmony and assimilation [4].
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3 WORKFLOW OF THE DEVELOPED GRAMMAR

In this section, the architecture of the system will be presented and the different processes that took place in order to
convert a plain text into a fully diacritized text will be described. It is worth mentioning that it is a rule-based system [4].
Figure 1 presents the system’s overall architecture, where the diacritization is achieved through 7 main phases: (i)
Preprocessing which is responsible for auto-correcting the raw text and segmenting the Arabic text into sentences. (ii)
Tokenization which is the process of splitting the natural language input into lexical items. (iii) Disambiguation which is
a process of choosing the right internal diacritization for the word from the dictionary. (iv) Name entity recognition, and
(v) Shallow syntactic parsing which is an analysis of a sentence by identifying its constituents (NPs, JPs---etc.). (vi) Case
ending module which is responsible for identifying the arguments of the verb and assigning the diacritical marks
accordingly. (vii) Morph-phonological module which is a series of rules that focus on the sound changes that take place
in morphemes (minimal meaningful units) when they combine to form words.

There are two engines that are used in the Arabic diacritizer, the first is Interactive ANalyzer (IAN) which is used in the
analysis process, the second is dEep-to-sUrface natural language GENErator engine (EUGENE) is which used is in the
generation process [4].
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Figure 1. Architecture of ALSERAG.

4 THE RESOURCES OF THE DEVELOPED GRAMMAR

Alserag depends on two resources; the Arabic diacritized dictionary and a set of linguistics rules. Each one will be
described in details in the following subsections.

A. Dictionary

The Arabic diacritized dictionary includes Arabic natural language words in their diacritized form; each word is
stored along with the corresponding linguistic features which describe it morphologically, morpho-syntactically,
syntactically and semantically. For example, the Arabic word 4 ‘look” is stored in its diacrizied form “ % and a list
of linguistic features such as part of speech, tense, transitivity, person, gender, number, etc. are included in the dictionary.
It is a word-form dictionary, for example the dictionary lists all the word forms of the verb “_»as” ‘come’ such as " ="
‘he comes, "Usr»axr“‘they are coming’ "<& waa® “she came’ and so forth as shown in figure 2. The words in the Arabic
diacritized dictionary are extracted from the Arabic dictionary in UNLarium!!l. The process of diacritization mainly
depends on two resources: BAMA and Alkhalil Arabic Morphological Analyzer.

[17 http://www.unlweb.net/unlarium/
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Figure 2. The different forms of the root “ s,

The diacritizing process begins with Buckwalter's analysis. Some words have only one solution, other words have more
than one solution and some words couldn’t be analyzed in Buckwalter. These words are analyzed by Alkhalil which also
suggests different solutions to some words. Then, these words are verified manually to select their correct diacritization.
Some enhancements have to be made in the Buckwalter solutions. For example, some solutions have a missing
vocalization “Z” before “I” as in “US” ‘book’, and “wl” ‘schools’. So, these missing vocalizations have been added
manually.

The Arabic diacritized dictionary includes fully and partially diacritized entries. Partially diacritized entries are
internally diacritized, but have no case ending, since their case ending depend on the context as in singular nouns such as
“& <pen’, singular adjectives such as Claala” ¢

ciliea

ilea”“beautiful’, broken plural nouns such as “—s.=” ‘newspapers’ and
subjunctive and indicative present verbs Where the subject of the verb is singular as in “S¥” ‘she writes’. By default, a
present tense verb is marked by a short /o/ (eall), in this case it is called indicative (g il g udll). However, if a
present verb is preceded by certain particles, the verb will be marked by a short /a/ (2~3l), and if the verb ends by one of
the three suffixes (C2 <0 «05), the final (0) will be deleted, in this case it is called subjunctive (ws=idl g Jladl). On the
other hand, imperative verb forms “%&P ‘you write” and past verb forms “Zi” ‘she wrote’ are fully diacritized, also
dual and regular plural nouns in genitive, accusative and nominative cases, such as “giu)3%” ‘two schools’, “Cpaalaz”
‘male teachers’ are fully diacritized as well as dual and plural adjectives “0dasii” “both are active’,“cx 334" ‘they are
special’, because their case endings do not depend on the context.

1) Linguistic features of the Arabic diacritized dictionary. the linguistic features of the Arabic diacritized
dictionary is a set of linguistic information developed to describe every Arabic word. Arabic words are
described on different linguistic levels: morphological information, morpho-syntactic information, syntactic
information and semantic information. Each one will be described in details in the following sub-subsections:

Morphological Information: such as 1) Part of speech where the Arabic entries are classified into different classes. These
classes are noun, verb, adjective, adposition, and adverb. Each class may include subclasses for example, nouns are
classified into common nouns and proper nouns, so word like “al=" ‘teacher’ is a common noun and word like “al”
‘Ahmed’ is a proper noun. Verbs are also classified into subclasses, full verb, copula verb, and auxiliary verb. For
example, the verb “JSI” ‘eat’ is a full verb, “Ix” ‘seem’ is a copula verb, and “0/S” ‘was’ is an auxiliary verb. 2) The
lexical structure feature, since Arabic words can be classified into sub-words (bound morphemes) such as “u+"/sin/ the
future prefix, simple words as “a~_” ‘draw’, and multiword expressions which are lexical structures made up of a
sequence of two or more lexemes such as “zll )< ‘Kafr El Sheikh’.

Morpho-syntactic Information: such as 1) Transitivity feature which describes the syntactic behavior of the verbs and
the type of their arguments. the Arabic diacritized dictionary classifies verbs according to transitivity into two main
classes, intransitive verbs and transitive verbs. The intransitive verbs are further classified into unaccusative verbs whose
subject is not the agent, as in the sentence "¢Juall xud"(The square widened) and unergative verb whose subject is the
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agent, as in the sentence "Ja_l S3"(The man spoke). Transitive verbs are further classified into four types, direct
transitive; a verb which takes a subject and a single direct object, such as the verb “I_# ‘read” in "<l Ja I | 5" ‘the
man read the book’, indirect transitive; a verb which takes a subject and a single indirect object, such as the verb “aaiul”
‘listen” in the sentence ") A lUall aaiul™“the student listened to the lesson’, ditransitive; a verb which takes a subject
and two objects, such as the verb “zi” in the sentence "<WSi¥) s 31all mia ¢ 54" the law grants women the right to
vote’. 2) Number feature that is assigned to nouns to specify their number for example, the noun “<W” ‘telephone’ is
singular, the noun “Olsies” ‘two engineers’ is dual and the noun ““lidiue” ‘hospitals’ is plural. Number is also assigned
to verbs to specify the number of their subject for example, the verb “a¢4” ‘he understood’ is assigned as singular to
indicate that its subject is singular, and the verb “I & ‘they said’ takes the plural feature to indicate that its subject is
plural and so on and so forth. 3) Tense feature which is used in the grammatical description of verbs, referring primarily
to the way the grammar marks the time at which the action denoted by the verb took place. It can be broadly classified as:
past tense as in “w=l” ‘played’ and present tense as in “w=l” ‘plays’. 4) Gender feature, all Arabic words are classified
into three genders; masculine such as “—i&s” ‘office’, feminine such as “suais” ‘table’ and common such as “Js>=” ‘old
man/woman’. The gender feature is assigned to nouns to describe their gender, to verbs to describe the gender of the
subject of the verb and to adjectives to describe the gender of the Substantive. 5) Diptotic noun feature reflects that
diptotic nouns are marked in nominative case with the short /o/ (3«ll), and both accusative and genitive cases with the
short /a/ (A=dll). Moreover, these nouns do not receive // (usii(a type of nunation). For example, the noun “xabus”
‘mosques’ is diacritized “3Ws” in the nominative case, and “3als” in both accusative and genitive cases.6) Shortened
Nouns feature describes shortened noun L s=iall au¥); a noun which ends with an 'alif denoting a long vowel /aa/ (/) for
example, the noun “Lac” ‘stick’, “&diwe” ‘hospital’. 7) Defective Nouns feature describes defective noun g= il au¥); a
noun which ends with a long vowel /ee /() that is original letter and belongs to the root for example, the noun =&
‘judge’, and “<l><” ‘lawyer’. However, proper names cannot be defective nouns. 8) Active participle feature, the active
participle Jelll aul is essentially related in meaning to the meaning of the verb. An active participle can be used to
describe what someone is doing right now (going, leaving), and to indicate that someone/something is in a state of doing
something. For example, the active participle of “(«3” is “wJ)3” and the active participle of “&i8” is “<lS”, 9) Passive
participle feature, the passive participle Js=idl au) may express a current state of being or it may express a state of
having been the result of an action that has already been performed. For example, the passive participle of “0«33 is
“u 52" Likewise, the passive participle of “Ci” js “cu 5™,

Syntactic Information: it contains subcategorization frames which determine the number and types of the necessary
syntactic arguments (specifiers, complements and adjuncts) of verbs, nouns and adjectives. For example, in the sentence
Magaal LS aalill ae"“the student gave the book to his friend’, the subcategorization frame of the verb “ kel ‘give’
determines that the verb has three arguments, a verb specifier (a noun phrase)” 2<” ‘the student’, a verb complement (a
noun phrase) “<USI” ‘the book’, and a verb complement (a prepositional phrase) “4bal ‘to his friend’. In the sentence
"l gleall ) Jsasli"“access to the information’, the subcategorization frame of the noun “Js=s” “access” determines
that the noun has a complement (a prepositional phrase) “cile seall P “to the information’. Furthermore, in the sentence
“Ally Blaie ¢ s 5a7“gubject related to the environment” the subcategorization frame of the adjective “Glis” ‘related’
determines that the adjective has a complement (a prepositional phrase) “4ul” “to the environment.

Semantic Information: the semantic classification adopted in the Arabic diacritized dictionary is the English WordNet 3.0.
ontology. Each entry in this classification carries a feature that describes it semantically, for example, the noun “ale”
‘scientist’ is classified semantically as ‘HUM’ while the noun “_»=<"*Egypt’ is classified semantically as ‘LCT’
“location”.

B. The Linguistic Rules

There are three modules in order to provide fully diacritized Arabic words namely, morphological analysis module,
syntactic analysis module and morph-phonological processing module.

1) Morphological analysis module: It is responsible for morphologically analyzing Arabic words and assigning the
correct POS and the internal diacritization of words which is achieved through two processes; tokenization
process and disambiguation process. Firstly, tokenization is the process of splitting the natural language input
into lexical items; the tokenization process is mainly based on the dictionary, therefore the possibility of
ambiguity increases with the increase in the number of entries in the dictionary. Lexical items are tokenized
according to longest matched unless the possible longest match is blocked by the developed rules. Secondly,
disambiguation is applied over the outcomes of the tokenization process; they are used to reject the wrong
lexical choices and re-obtain the right ones. This set of rules has a specific format: (node 1) (node 2) (...)(node
n)=P; Where (node 1), (node 2) and (node n) are nodes, and P is an integer expressing the possibility of
occurrence.
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Actually, there is a process prior to disambiguation which is the segmentation. Affixation has an important role as the
first level of part of speech disambiguation, since prefixes and suffixes are the smallest processing units that rules can
begin with. For example, in the verb “J=iw” ‘will do’, the verb will be divided into “w” ‘will’ +7Jd=& ” ‘do’, because
there is a rule in the segmentation module that segments the prefix “u«”“will” if it is followed by a present or jussive verb
by the rule in (1).

D ([eDE"V, L "PRS|JUS})=0;

Another example of the segmentation process, in the phrase “4dse agixd " “That their language is
Mongolian’,“s¢3“their language’is segmented into “J” ‘for’,”<” (meaningless) ,”»” ‘their’, such sequence is
meaningless, the correct segmentation should be as follows: “<al” ‘language' with an open < because of the morph-
syntactic change, “»” *their’ so the rule in (2) blocks the first segmentation which is wrong:

2) ([UNBLK)[JI(TEMP)(SPR)(BLK)({J[N})=0;

As a result, the string “<a (language) becomes a Temp, as it does not exist which means that the engine cannot
recognize it, therefore the morpho-syntactic rules take place which use the regular expression technique in converting the
letter “<” to “4” to be “4a)” ‘language’ and hence it could be recognized and retrieved with its internal diacritics from the
dictionary.

The sequence “@se <la 9”‘and there are obstacles’would be automatically segmented as “Us s” ‘became weak’ + “<”
‘as’+’&l = “obstacles’, according to the longest match algorithm, given the fact that the dictionary includes‘VER Ua s’
“became weak”, ‘&’ “as”, “y” ‘and’ as a conjunction (COQ), “dla” is an adverb (AAV) ‘there’ and “&ls=” noun
(NOU) ‘obstacles’, the rule in (3)will reject the verb “Uas” ‘became weak’ and the ‘<’ “as™:

3)  (SHEAD)([“5],V)([£],P)=0;

As mentioned before disambiguation is concerned with preventing the wrong automatic lexical choices and obtaining the
right internally diacritized words. Some linguistic indicators can help in solving the lexical ambiguity which are
semantic, morphological and adjacency indicators as mentioned in the publication of [4].

Semantic indicators: In the sequence “zlu=ll &5 “in the morning, it would be automatically segmented as “ 25 ‘be
honest/ honest’, “J” ‘the’ and “z="‘morning’, according to the longest match algorithm, given the fact that the
dictionary includes“8s” ‘be honest’” VER (verb) ‘honest’ an adjective, “J" ‘the’ is an article (ART), “5” ‘and’ is a
conjunction (COO), “#” ‘in’ is a preposition (PRE) and the noun “zl=” ‘morning’. If the word “zlu=" ‘morning’ exists
in dictionary with the semantic class TIM (time), the rule (4) will reject the verb “A5” ‘be honest’ and the adjective
‘honest’.

4)  (SHEAD)([s45], {VIJ})(BLK)(ART)({TIM|LCT} )=0;

2 ¢

Morphological indicators: In the phrase “a8_, the noun “a3” “lifting” is chosen instead of the verb “a5” ‘to lift’, since it

is preceded by the preposition ‘prefix’ “J” (to) by rule in (5).
5)  (P)V)=0;

Agreement in Arabic plays a crucial role in disambiguating the morphological solutions of words, adjectives agree with
nouns in definiteness, gender, number, and case, for example, “xal Il “The new student’. There is a general Arabic
rule that states that all plural nouns which don’t refer to human beings are considered to be grammatically feminine
singular. For example, in the phrase “s_:iS <YWe’many articles’, the plural noun is modified by a feminine singular
adjective as the rule in (6).

6) (N,MCL,"PLR,* NANM)(BLK)(J,*SNG,*"FEM)=0;

9 ¢

The subject should also agree with the verb in number and gender. In the phrase “0siS a5 ‘and they write’, the
automatic choice will be the noun “s3” ‘illusion’ according to the longest match algorithm, but because it is followed by
a plural verb “0 558 ‘they Write’, this tokenization will be rejected and will be retokenized as “3” (and) + “&” (they) by
the rule in (7) since the subject and the verb should agree in number and gender.

7) (SHEAD) ([#5] %x) (BLK) (V, "NUM=%x)=0;

Nevertheless, Number and Gender qualifiers represented in Subject-Verb-Agreement which is concerned with making
the verb agree with subject follow some conditions. For example, if the verb follows the subject, the agreement will be in
both number and gender; however, if the verb precedes the subject, they should agree in gender only. For example, in the
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sentence “( ol agdliS G smadl (a3 “The teachers studied their Arabic books’, the verb will always be singular and will
agree with the subject only in gender.

Adjacency indicators:Functional word qualifiers can also be used in solving disambiguation problems, some particles are
used with certain parts of speech[4]. For example, in the sequence “liase 2= ‘after her arrival’ the preposition “a=3”
‘after’ should be followed by a noun, so rule (8) uses the regular expression technique in order to reject the segmentation
of “lfase” into “caye” ‘accustomed” Verb + “W” ‘her’ or any other verb that ends with “<” if it follows certain
prepositions:

8) (#FINAL, {[c<], "R | [e&=] | [e=] | [ | [Vsn] | [te] [ [G2] | [Isn] | [Ee] | [P, AT | [oe] | [22] | [52] | [059] |
P}, %01 ) (BLK , %02 ) (V, [/+</], %03 ) (SPR , %04 ) =0;

Sometimes, specific sequences can be disambiguated depending on specific features and sometimes specific words. For
example, the sequence “4is ) ™ ¢
“” ‘him’ which is rejected because it is preceded by the particle “cs s~

@ - 99 ¢

except his wife’, “4i>53” (his wife) can be segmented as “<a33” ‘to marry’ (verb) +
" ‘except’ by the rule (9).

9) (PTC,{[es=][[ 2]} #FINAL)BLK)("J,"N,*ART, 0], "TEMP)=0;4ix 53 (5 3=

The developed rules can deal with coordinated elements. For example, “,1 &¥! sf &Sl ,53” “for the betrayal of the dogs
and the villains’, the two coordinated elements should belong to the same part of speech. “3SI ‘the dogs” is segmented
into “J” ‘the’ (Article) + “w3\S” ‘dogs’ (Noun); however, <, YV (the villains) is segmented into “J (the) (Article) +
“ )4 “villains’* (Adjective) which is not linguistically accepted, so the selected adjective is rejected by rule (10) and
the noun will be chosen:

10) (P)(N)(BLK)(ART)(N)(BLK)(COO)(BLK)(ART)(J)=0;

Moreover, the collocation can be used in solving many disambiguation cases. Collocation is essentially a lexical
relation [15]. It is co-occurrence of specific words together with specific features. This system adopts the bigram
language model (the occurrence of 2 words). The collocation rule is designed to express either the high possibility of
occurrence or the low possibility of co-occurrence. An example of low possibility of occurrence in rule (11), “Jull G3su”

(36 SASLI]

‘money to market/market’ “3s~" should be disambiguated as the noun “@s~" ‘Market’ not as the verb “&3+” ‘to market’:

11) ([G5=],V)(BLK)(ART)(LEMMA=U%)=0;

In high possibility of occurrence, first the bigram is determined and their frequency of occurrence together is increased.
For example, in a phrase such as “4u 2l (a2 “The school bell’, where each lexical item has different diacritization
possibilities because of the large amount of entries in the dictionary, both words can be wrongly selected, “us_a" is
selected as the verb “(w)3”“disgrace’ and “4w x” is selected as the noun “4.)3%” ‘female teacher’ which are both
wrongly disambiguated. So, this case can be handled by the rule in (12):

12) ([0*2],N)(BLK)(LEMMA=4%)3 N)=255;

In certain cases, the collocation depends on a lexical combinatory preference imposed by the language usage within a
particular community and not based on grammatical rules. The repeated use of combined lexemes over time becomes so
frequent that, eventually, the speakers of the community automatically associate a lexeme A with lexeme B. For
example, the sequence “ b =)@ ‘imposed restrictions’, the rule in (13) states that “ b~ ‘restriction’ is always
preceded by “u=_8" imposed’as a noun not as a verb.

13) ([o= 2] N)(BLK)([ s5=],"N)=0;

2) Syntactic analysis module: After segmenting the input successfully and choosing the correct internal
diacritization of each word, shallow parsing of the input takes place. Shallow parsing is considered necessary for
case ending assignment [4]. It starts by grouping words under the different phrasal categories. Accuracy in
grouping these phrasal categories helps in increasing the efficiency of assigning the different case endings.
Phrasal grouping is necessary for identifying the sentence components and linking them by a predicate. In this
module the phrases are built; those phrases are noun phrases (NPs), adjectival phrases (JPs), prepositional
phrases (PPs) and finally adverbial phrases (Aps) in certain cases. The adopted linguistic theory in this module
is the X-bar theory [4]. In this paper, the focus is on improving the results of Alserag system by improving the
parser. It is noteworthy to mention that this module has borne the most amount of work in this phase as a result
the case ending has been enhanced to score an error rate %14.75and by comparing this percentage with the
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previous percentage; before the syntactic improvements, it becomes clear that great enhancements have been
made.

This module starts by composing the adjectival phrases first if they exist. Then the smallest NP in the sentence is
built and then it is linked with the preposition; if there is one, to build a PP, with an adverb to build an AP, or with
another noun to build a bigger NP. Those phrases are the constituents’ boundaries. If the input contains a verb, it is
considered as the core of the sentence, since it is the verb that communicates the three most important elements of any
message - the what, who and when. The verb will determine the case ending of the sentence’s elements. However, in
nominal sentences the process of case ending assignment is different. Moreover, the sentences that begin with enna and
her sisters (L3 5315 ¢))) or kana and her sisters (L3l 53l 5 0S) differ in their case endings from other verbal sentences. In what
follows there will be an explanation of how the grammar has handled the different challenges of case ending assignment.

Building constituents’ boundaries: Syntactic constituents are groups of words linked on the basis of their relationship
with other words in the sentence; two or more words in a sentence can serve and function as one single unit. A set of
rules has been developed in order to group the related words together to form different phrasal categories.

In order to have a comprehensive idea about building the different constituents’ boundaries, let's consider the
following example in sentence (1). Sentence (2) represents the output after applying the morphological analysis module
to the sentence in (1); each word is assigned with the right internal diacritization. Rule (14a) starts by projecting all the
adjectives in the sentence to the intermediate constituent J-bar (JB). So, by rule (14a) both the adjective “A4dss”
‘international’ and “a!” ‘most important’ are projected to be the intermediate constituent J-bar (JB). Then, the adjective
‘4l s3international” will be projected to the maximal projection JP as it is not followed by a complement by rule (14b).

Sentence 1. Ul lgndt g 55 5 Sl ol 2 o359 ) S Bt
Sentence 2. Gl e 43053 238578 d5iius 281 (4 a3 5 80 Alalf (S 4T sk}

14)

(J,NB,%)):=(%j,IB);

(UB,%j,NIP)({*ART|STAIL},%z):=JP, -JB,%j)(%z);

(NOU,"NB,%x):=(%x,NB);

(ART,%z)(NB, np,%n)({*ART,"NBJ|STAIL},%y):=((%z,)(%n,np),POS=%n,SEM=%n,NP,DEF=d

ef, GEN=%n,NUM=%n,LEMMA=%n,ARS=%n)(%y);

e. ({*ART|SHEAD},%z)(NB, np, def, indef,%n)(NP,def,%y)({*COO|COO,SKIP|STAIL},%c):=(%
2)((%n,
np)(%y,casatt=GEN),NB,DEF=def, GEN=%n,NUM=%n,LEMMA=%n,SEM=%n,ARS=%n,synf=e
dafa)(%c);

f.  ({SHEAD"ART},%s)(NB,"np,%n)(JP,GEN=%n,"def,%adjc):=(%s)((%n,np)(np,%adjc),NB,SEM=
%n,GEN=%n,NUM=%n,DEF=def, LEMMA=%n,ARS=%n);

g. ({"ART,"DEM|SHEAD},%z)(NB,def,"NP,%n)({"NB,"SPR,*ART,"DEM|STAIL},%y):=(%z)(NP,
%on,NB)(%y);

h.  (JB,{SUP|CMP},"jp,%j)(NP,%y)({*COO|COO,SKIP|STAIL},%c):=((%],jp)(%y,casatt=GEN),JB,
GEN=%j,DEF=%j,ACAS=%],FRA=%j,DEG=%],LEMMA=%;)(%c);

1. (%x,P, pp)(%n,NP)({STAILPUT,"BLK},%s):=((%x,pp)(%en,casatt=GEN),PP)(%os);

o o

Then, the heads of the noun phrases “4 sk ‘championship’, “wS” cup’, “s_S” ‘ball’, “a3” “foot’, “Aijue’ ‘contest’
and “Ws” ‘FIFA” will be projected to the intermediate constituent N-bar (NB) by rule (14c). Then, rule (14d) starts to
build the different NPs in the sentence by combining the definite article “J” *the” with the following noun “»%¥” *foot’ to
project a noun phrase (NP), the same rule will be applied recursively to link both “J” ‘the’ with “48” ‘FIFA *and “J”
‘the’ with “alle” ‘world’. The composed NPs are automatically assigned with the features of their heads such as gender,
number, animacy and semantic class that are necessary to describe those NPs. Rules are able to build a bigger NBs. For
example, rule (14e) combines the indefinite noun “3” ‘ball” with the definite NP “»31” *foot’ and assigns the NP
“axill” *foot” with the genitive case. Rule (14e) will be applied recursively to link “wS” ‘cup’ with “Al=” “world’ and
“4 ylay” ‘championship’ with the definite NP “alall (ulS” “the world cup’ and finally “4ilws” ‘contest” with “ax% 3,87
‘football’. Since that the adjectival phrase “4d s> ‘international” agrees with the preceding NB in gender and definiteness,
they will be linked to form a bigger NB by rule (14f). Then, if there is any other complements or modifiers that are still
not linked with their heads, rule (14g) will project all the NBs to NPs.

Some other phrases require NPs as their complement, so after building all the NPs, it is their turn to be built. The
superlative adjective “aP ‘most important’ requires a complement to complete its meaning. So, rule (14h) will combine
the JB “a1” ‘most important” with the NP “4i s »3 5 S 4alus” “international football contest to build a bigger JB and
assign the NP with the genitive case, then it will be projected to the maximal projection JP by rule (14b). Next,
prepositional phrases (PPs) will be built. The composed NP “xall 3 < ‘football” will be combined with the preceding

80



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016

preposition “J” ‘for’ to form the prepositional phrase (PP) by rule in (14i) and also this rule will assign the genitive case
to the NP “»xll 5_S” “football’. Figure 3 shows the composed phrases of the sentence (1).
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Figure 3: shows the different composed phrases in the sentence (1).

Nominal sentences diacritization: Nominative case is automatically assigned to noun phrases in the beginning of
sentences, because it is considered as the topic “Isiw” ‘mobtadaa’. So, in sentence (1) the phrase “alall WS 4 5k “world
cup championship’ will be assigned with the nominative case (NOM) by rule (15a). In Arabic, there are different types of
comments “,=” ‘khabar’; single, the noun phrase, or the prepositional phrase comment. In sentence (1), the nominal
phrase “Al 52 238 3 S 48,Lue eA‘ 2" ‘it is the most important international football contest’ is the comment of the sentence. It
consists of a noun phrase and an adjectival phrase. The noun phrase “2” ‘it’ is also considered as the topic so, it is
assigned with (NOM) case, and the adjectival phrase “4ls: a3 3 S 4ilus aal” ‘the most important international football
contest’ is considered as the command so, it is assigned with (NOM) case, by rule (15b).

15)

a. (SHEAD,%s)(NP,"casatt,%n)({"COO|STAIL},%c):=(%s)(%on,topic,casatt=NOM)(%c);
b. ({SHEAD|"V|PSV},%s)(PPR,NP,%np)({NP|JP}, casatt,%w):=(%s)(%onp)(%w,command,casatt=NOM);

Since Arabic is a free word-order language, it permits the advancement and delaying of some constituents of the
sentence [4]. Delayed topic is a frequently occurring phenomenon in Arabic nominal sentences, such as the sentence “ 4

s WI” “Mohammad in the house’. Delayed topic can be detected by rules in the case of the prepositional phrase
comment“aesll 404 527 by the rule in (16).

16) (SHEAD,%x)(%c,{PPJADV_NP})(NP,"CAS,%y):=(%x)(%c)(%y,mobtadaa,CAS=NOM);

Rule in (16) states that if a prepositional phrase or an adverbial noun phrase comes in the beginning of the sentence
and is followed by a noun phrase, this noun phrase is assigned with nominal case (NOM). However, these nominal
phrases case is changed if Anna and her sisters precede it. For example, “Zull & 2eae of”“that Mohamed is in the house’,
the NP “aas” ‘Mohammad’ became accusative. Similarly, the noun phrase or single comment of Kanna and her sisters

“Aaan) deall yia 5 2 a5l §g changed from the default case of the comment; nominative case, to the accusative case
as in “Aea Cull CiS” ‘the girl was pretty’.

Verbs and their Arguments diacritization: Verb is the predicate of the sentence [4]. In sentence (1), The verb “as”
‘hold’ is a transitive verb that requires two arguments, one functions as a subject and the other as an object. After
identifying the phrasal constructions in the sentence as in figure 3, grammar rules have been developed to assign the
function and the case ending of the composed verb arguments by rule in (17). The rule states that, if a verb is preceded by
a noun phrase and is followed by a pronoun and a noun phrase, the preceding noun phrase will be considered as the
object of the verb if it agrees with pronoun “»” and there is gender agreement between the verb and the following noun
phrase. The second NP will be considered as the subject. Once the functions of the arguments have been determined, the
case ending will be assigned to each noun phrase; the nominative case (NOM) will be assigned to the subject and the
accusative case (ACC) will be assigned to the object if there is no other diacritic sign assigned earlier. The final
diacritized sentences is shown in sentence(3).
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17) (NP, casatt,"subj,%n1)(V,TSTD,"TST2,%v)(SPR,GEN=%n1,NUM=%n1,%n)(NP,GEN=%v, obj,%n2):=(obj,%n1
)(%v)(%n,casatt=ACC)(subj,casatt=NOM,%n2);

Sentence 3. Gl g2 435 8578 Al FA AR PUE | gjs ak

In fact, determining constituents’ boundaries isn’t an easy task, many challenges have been faced. If there is a mistake
in building the constituents, it will cause problems in assigning case endings and nunation.

In what follows the focus will be on how constituents’ boundaries affect case endings assignment and nunation, as
well as the challenges that were faced in determining the correct boundaries.

Challenges in nunation: Before describing the challenges, the criteria that determine the assigning of nunation
should be described. Since Arabic does not have indefinite article, indefinite nouns and adjectives are marked for
indefiniteness with nunation. So, in order to correctly assign the nunation the noun phrase should be correctly built first
and then its definiteness should be determined. In sentence in (3), rules succeeded in determining the right boundaries
and the definiteness of each noun phrase. So, only “»¥*foot’ is assigned with nunation, because it is the only indefinite
noun phrase, while the other noun phrases are definite by edafa or by the definite article “J” ‘the’. In sentences in(4)
there are three examples that have the same syntactic pattern which is “N COO+N ART+N”; however, they function
differently which poses a challenge.

Sentence 4.‘
(2) LY il Bl 5 (3 5y
(b) delull Cinigdelu (b
() painall lida g 8 Caling e

Both sentences in (4a) and (4c) should be linked in the same way. In sentence in (4a) the NB “@” ‘superiority” and
the NB 33 ‘predominance’ should be linked with the coordinator “5” ‘and’, in (4c) the NB “<l¥” ‘categories’ and the
NB “cilal” ‘classes’ should also be linked with the coordinator “3” ‘and’ to form bigger NBs. Then the generated NBs
should be linked with the NPs “wan¥) suiall” ‘the white race’ in (4a) and “asia<l” ‘the society’ in sentence (4¢) to form
yet bigger NBs. Finally, rules will project them to the maximal projection NPs and assign them with the feature definite
“def”. While in sentence (4b), first the NB “4=l” ‘hour’ should be projected to the maximal projection NP and be
assigned with the feature indefinite “indef”, then it should be linked with the other NP “4elull Caa? ‘half an hour’ by the
coordinator “s” ‘and’ to form a bigger NP. The challenge is how rules could determine which constituents should be
linked together and which NB should be projected directly to the maximal projection as in (4b).

The boundaries will be correctly determined for sentence (4b) and the nunation will be assigned correctly as in
sentence (5b). The boundaries are also correctly determined for sentence (4a),since the two coordinated; NBs®“( s
‘superiority” and “33w” ‘predominance’, have the same semantic feature which is state “STA”. So, the boundaries will be
correctly determined as in sentence (5a). But, in sentence (4c) the two coordinated NBs; “2Us” ‘categories’ and “cilis”
‘classes’, have different semantic features. Therefore, the boundaries will be wrongly determined and the nunation will
be assigned wrongly as in (5c¢); it still a limitation in the current version of Alserag.

SentenceS.
(a) o= Gl 8305 (358
(b) 46641 calaiy 2L 1 a
(C) ¢ ‘:.i ;ﬂ ;’G:\L:g %‘C‘? ‘.'S:.i ) é;_‘

Challenges in verb argument diacritization: Determining the verb's arguments is based on some criteria such as
the number of constituents that follow the verb, verb's transitivity, and the semantic features of the following noun
phrases. So, any mistake in one of these factors will cause wrong case ending assignment. In sentences (6) there are two
sentences that have the same syntactic pattern “V ART+N”. However, the NP in (6a) should be assigned with NOM case
because it is the subject of the verb, while in sentence (6b) the NP should be assigned with ACC case because itis the
object of the verb. The developed rules were able to differentiate between them by using the semantic feature of the NPs
as a clue. In (6a) the NP “”‘the boy’ is assigned with the semantic feature human (HUM) which implies that this NP
is the doer of the verb. In sentence (6b) the NP “4slill ‘the apple’is assigned with the semantic feature food (FOO)
which implies that NP is the object that have been eaten. So, it will be correctly diacritized as shown in sentences(7).

Sentence 6.
() Ash i
(b) Aalath S
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Sentence 57.
(a) 330 081
(b) AALE (K

Although the system was able to overcome many challenges, it still has some limitations. The system has been
improved in this phase and still there is more potential for further improvements. One of the most difficult problems that
faces a parser is structural ambiguity, sinceit leads toproblems in determining the boundaries between constituents.
Despite these limitations, the system is proved to be promising when tested and demonstrated.

3) Morpho-phonological process: Morphological and phonological processes are tightly interrelated in spoken
production. During processing, morphological processes must combine the phonological content of individual
morphemes to produce a phonological representation that is suitable for driving phonological processing.
Further, morpheme assembly frequently causes changes in a word's phonological well-formedness that must be
addressed by the phonology [16]. Many morpho-phonological alternations occur in Arabic due to the
concatenative nature of Arabic morphology, the interaction between morphological and phonological processes
is usual [4]. There are different cases where morpho-phonological change is necessary, such as vowel harmony
and assimilation necessity. Vowel harmony takes place in the diacritization process (i.e. phonological) [4].

5 RESULTS AND EVALUATION

The corpus has been selected from a Morphologically Annotated Gold Standard Arabic Resource (MASAR). The
selected corpus size is 400,000 Modern Standard Arabic words; they are divided into 300,000 words as tuning data and
100,000 words as testing data. The selected texts are from different sources; Newspapers, Net Articles and Books
representing the following genres; politics: 148,211, miscellaneous: 100,253, child stories: 57,174, economy: 34,930,
society: 32,955 and sports: 26,477 as referred in [4].

However, the results that were evaluated automatically for accuracy against the reference, which is fully diacritized texts
by Arabic linguists,were only 100,000words,using the following two metrics; diacritization error rate (DER) which is the
proportion of characters with incorrectly restored diacritics. Word error rate (WER) which is the percentage of
incorrectly diacritized white-space delimited words: in order to be counted as incorrect, at least one letter in the word
must have a diacritization error.

These two metrics were calculated as: (1) all words are counted excluding numbers and punctuators, (2) each letter in a
word is a potential host for a set of diacritics, and (3) all diacritics on a single letter are counted as a single binary (True
or False) choice. Moreover, the target letter that is not diacritized is taken into consideration, as the output is compared to
the reference.

In addition to calculating DER and WER, the evaluation system calculates internal diacritics and case ending separately.
Alserag results were compared with the output of other three known diacritization systems; Harakat, Mishkal, and
Aldoaly as they are the only available systems. The outputs of these three systems were evaluated using the same data.
Figure 4 shows the evaluation results of the 100.000 words. Figures 5 and 6 show the normal distribution curve of DER
and WER respectively. Table 1 shows benchmarking of the 100.000 words after the syntactic improvements among the
other three systems; Harakat, Mishkal, and Aldoaly as well as the result of Alserag system (Alseragl) before the
improvement in the previous phase.

16.00% 14.75%
14.00%
12.00%
10.00%
8.00%
6.00%
4.00% 2.43%
2.00%
0.00% = ==
Internal Case Ending

Diacritic Error Error Rate
Rate

11.88%

Figure 4: Evaluation of the whole data of Alserag
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Figure 5: Normal distribution curve of DER
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Figure 6: Normal distribution curve of WER

Table 2: Benchmarking of the whole data of Alserag among the other three systems and the previous phase (Alseragl).

Alserag? | Alseragl | Harakat | Mishkal | Farahidy
Internal Diacritic Exror Rate %2.43 %5.77 | %17.16 | %22.15 | %75.85
Case Ending Diacritic Error Rate | %11.88 %14.77 | %16.89 | %33.09 | %90.27
Diacritic Error Rate (DER) %4.42 %8.68 | %I17.11 %24.44 | %78.87
Word Error Rate (WER) %14.75 %18.63 | %43.24 | %66.28 | %97.87

According to the results obtained by the benchmarking process, our system scored the least error rate followed by
Harakat and Mishkal and finally Aldoaly which scored over 80% error rate.

6 CONCLUSIONS&FUTURE DIRECTIONS

The history and the definition of automatic diacritization for Arabic texts systems were presented. The techniques that
are used and the different approaches in this field were thoroughly described. Also a historical and linguistic background
has been given, survey of all the existing diacritization systems has been made. It is planned to perform the evaluation
and benchmarking of Alserag by using the dataset of LDC (Arabic Treebank) which was used by more robust systems
such as Sakhr, RDI and Microsoft system in the evaluation process so that we can compare our results with the published
results of such systems.The paper presents an automatic diacritization system Alserag that is developed based on the
rule- based approach, which is considered as our contribution to the automatic diacritization field. All of the other
available systems that were mentioned are statistical based. The results of the system were evaluated against the
reference. The DER was 2.43% while WER measurement was 14.75%.
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Abstract- One of the greatest significant challenging tasks in image and document recognition is pre-processing and
document layout analysis. The pre-processing stage includes: binarization, enhancement, noise removing, and
skew/deskewing methods. The layout analysis includes developing structures detail to simplify syntactic and semantic
processing over the documents. Therefore, the layout analysis includes two mean modules: page segmentation and
documents category. The document categories are early printed, calligraphy document, historical document, newspaper,
professional letter, etc.

This paper provides a survey of the state of the art in the field of document analysis automation, taking into
consideration the main approaches established in Arabic goal applications, and provides real practical references for
implementing an Arabic document analysis system. Consequently, this paper presents an outline of basic image analysis
processes used in document analysis and focus on the Arabic document pre-processing and layout tasks.

Keywords Image analysis, layout analysis, text region, segmentation, classification, Arabic OCR.

1 INTRODUCTION

In the most recent centuries, large volumes of historical, early printed and historical/handwritten documents
existing in public and private libraries, institutions, archives, galleries and other organizations have been digitized to
create them accessible to the universal public. The automation transcript of these types of documents is difficult due
to image analysis, optical character recognition (OCR) and natural language processing (NLP). The developments
in these research areas make it possible in recent years to resolve this problem.

The main challenging tasks related to design and implement such solutions are: preprocessing and layout
analysis. Therefore, image processing and document recognition for such documents, should include interactive
transcription for ground truth data set and customized interfaces design. Most of the research works are related to
text segmentation, recognition and text retrieving through image analysis tasks.

To achieve this layout analysis, the level of data existing in a document should be augmented to the desired
analyzed elements. Consequently, an image should be transformed into an analyzed electronic form which is
appropriate for the presentation structure. Firstly, an image is described by an object data of different types:

* Graphic information where the whole image is represented as a sequence of orthogonal pixel runs [1]

* Segmented information to describe texture regions

« Layout data description to represent the arrangement of objects (their geometry)

» Symbolic data representing that multiple glyph images

Many algorithms such as: binarization, document enhancement, page orientation, skew and slant detection are
essential algorithms that are used in document and image pre-processing and layout analysis phases. In this section,
we investigate and overview of these algorithms and related attributes. Detailed description of image processing and
document analysis can be found in books, [1, 2].

Typical modules of a document understanding architecture is illustrated in Fig. 1. The related internal processes
depend on the application approaches. Some modules do not need to OCR results for logical tagging.

> 2\

B ——
it documene
gamy know hedge

peometric layout analysi

Figure 1: Typical modules of a document understanding system [2]
To understand the structure of the layout analysis, a general model represents the geometric structures of such
image is generated. The layout structure is an assembly of components such that each component reflects the
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different interpreted analysis of this component. More details about Arabic documents analysis have been described
in [3]. Each type of these components is represented as a graph using components itself as vertices and relation
between component objects as edges. This flexible representation can be a directed graph or a tree structure graph.
Besides, the multiple components of objects representation, in the layout, a logical labeling algorithm is used to
arrange them as valid components to represent the analyzed image. Also, Fig. 1 shows the case of a document
segmented into segments and classified with text regions. This segment/region is fed to an optical character
recognition system. The layout segments are linked with the recognized text by logical labeling mechanism and
language model stored in a document knowledge.

The organization of this paper is as the following. Section 2 presents basic image analysis algorithms used in
document analysis. Section 3 illustrates page layout decomposition section with emphasis on text regions tasks,
especially for binarization techniques and segmentation processes, taken into consideration all types of Arabic
documents.Testing and results with be illustrated in Section 4. Finally, Section 5 concludes the paper and future work.

2  PREPROCESSING OF DOCUMENTS

As a result, a significant amount of research has been devoted to the binarization process. The binarization is
used to classify all document pixels’ as text or non-text regions. In general, binarization process involves threshold
selection value T for each analyzed document. If D(i, j) represents the original gray scale document, then the
subsequent binary document is defined as the following:

. .. (lif DG, )T
B(I’J)_{Oif(D(i,j) >T}
where T represents optimal or global thresholding value [2], other research naming as adaptive thresholding [4].
There exist other strategies aiming to overcome thresholding selection from combination techniques and also from
training samples.

In the second important algorithm, “document and image enhancement”, this task improves the readability of
text zones and certifies minimized image storage space. Accordingly, three categories of image artifacts can be
found in the documents dataset [2, 4]. These artifacts include: (1) Not clear text regions due to low contrast and
illumination of background intensity, (2) Shining or shadow effects- due to the transparency of the paper that
interferes with the document on the other side, (3) Damage character or noisy background, and (4) Frames/Borders
or part neighboring page. A histogram equalization is used for noise reducing and text readability increasing by
Leung et al. [5]. Tonazzini [6] has proposed fast procedures projection-based to handle shining and shadow effects.
Damaged characters or noisy background can be corrected by restoration algorithm [7]. Black borders or frames
removing can be performed by cleaning algorithm of Shafait et al. [8]. Recently, image page orientation was
presented by achieving of"Run Length Smoothing Algorithm” (RLSA) and black/white transition change in the two
directional (vertical BW, and horizontal BW,) [2]. Therefore, the page orientation is identified by:

Landscape if BWv = BWh
Portraitif BWv < BWh }

Caprari [8] proposed an algorithm to exploit text page orientation. Other methods use local analysis and
projection histograms to find the ratio between textual squares and non-textual squares for vertical and horizontal
projection profiles [4].

Skewing of document is affecting the OCR subsequent phases (especially segmentation and recognition phases).
Many of skew detection techniques are described: projection profiles [2,4], Hough transform using Hough space [9]
and connected components [10], nearest neighboring clustering of connected components [11,12], and cross-
correlation [2, 4] based on vertical deviations measurement among image pixels. Accordingly, the document image
rotates at a range of angles calculated by the previous techniques. Our implemented technique is based on [13], we
first segment the image, then detect the skewing angle form the segmented objects, based on page borders. If the
page border is not included, therefore the page is segmented into lines using a histogram technique, obtain the skew
angles for each line by using curve fitting, and finally the average skew angle calculated and rotate the whole page
by this skew angle. The proposed technique is given by the following pseudo code algorithm:

Read the image from the stored dataset

Convert the image into a binary image

Find the connected components of the binary image and its related neighbors

Compute the centroid for each connected component and each related neighbor

For each centroid do: (a) Compute the angle between this centroid and its nearest neighbors, (b)
Accumulate the angle in the histogram array

Determine the max value in the histogram array

7. Return by the skew angle = the max value in the histogram array

Page Orientation(i , j)= {

abrwbdE

S
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3 PAGE LAYOUT ANALYSIS AND DECOMPOSITION

Any Arabic document has a hierarchical layout as shown in Fig.2. The page layout analysis includes: (1)
document categories, (2) text /non-text classification, and (3) segmentation. First, the categories of Arabic
documents include early printed documents, new book documents, and calligraphy documents. The document layout
analysis classifies the entire document into textual and non-textual regions, in case of decomposing the document in
smaller regions. Each of them is analyzed and recognized later. Given a segmented region, the objective of
segmentation is to achieve a decomposition of the document image into smaller regions or pieces (lines and words
segments).

Document Layout Analysis

Textual Regions Non-Textual Regions

Optical Character Unified/ Universal Graphical Processin Regions and Symbol
Recognition Description p g Processing

Figure 2: Document Images Layout Decompositions
Text region components are text blocks. It consists of textual lines, and a textual line is composed from words,
and a word is composed from characters. Therefore, we need page segmentation to extract such text components
from the input images.

A.Text-Region Components Classes

The text region level can be classified into (1) Rectangular, (2) Manhattan, (3) Overlapping, and (4) Curved
layouts. The most common layout is called “Rectangular”, whose borders are perpendicular or parallel to the sides
of the page. Fig. 3 illustrates examples of this layout. Other techniques can be found in [3].

N 7 i e 0 3 e 0 A a9 2 s

R e el

(a) Portrait 1 column (b) Portrait 2 columns (c) Landscape document (d) Textual segments
Figure 3:Three examples of Arabic printed Text-Region Components

B. Analysis of Calligraphy Pages

In order to analyze the calligraphy pages (good Arabic handwritten documents), let us briefly explain a process
anticipated by Zheng et al.[14]. Such method employments connected components as elements of processing.
Therefore, the goal here is to categorize connected components into either early printed or calligraphy/good
handwriting. To complete this objective for noisy or not clear documents, Zheng et al. [14] describe their
classification task into either machine printed, handwriting, or noise. Accordingly, the Zheng et al. task is improved
to be used in the three categories of the Arabic document types (early printed, books, and Calligraphy). The used
extracted features are like those in page segmentation (e.g. Gabor filters). The next step includes "features
extraction" from each connected component, with classification achievement. In other way, "Fisher classifier" is
applied after feature selection by principal component analysis. Later the classification task is error prone due to the
limited amount of information from each connected component, the language model and extra processing are
necessary to filter the results by considering the appropriate and contextual information. Fig. 4, 5 and 6show
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examples of the Arabic documents after binarization, noise removing, frame removing, skewing and de-skewing,
and segmentation processes.

(a) Original document
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Figure 5: Example of Arabic document after the pre-processing processes
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o s gl A e g ek

(d) After De-noising (f) After De-Framing (g) AfterSegmentation
Figure 6:Another Example of Arabic document after the pre-processing processes

4  TESTING AND RESULTS
The previous mentioned discussion was implemented and tested on Arabic document images with three
categories of domains. Fig. 5 and 6 show samples of images (Arabic printed documents from standard books) that
have been tested. The comparative test has been evaluated between the five tasks (binarization, skewing/de-skewing,
noise removing/ De-noising, frame removing/ De-framing, and segmentation) processes. In segmentation process
two colors are used to differentiate between lines' segments. Therefore, two aspects of measurements are used: speed
and accuracy.

(A) Speed

The proposed Arabic OCR have been implemented in windows environment with visual C++ language. The first
test has been done on laptop with Intel i7-3667U CPU, 2.0 GHz with 8 GB of memory and 256 GB hard drive.
Table 2 listed the computational time using 5 images from each category. The proposed Arabic OCR system is
tested according to the universal Meta data description of the dataset for training.

TABLEI
DETAILED OF PRE-PROCESSING TASKS FOR THE PROPOSED ARABIC OCR (SECONDS)
Categories
Early Printed New Books Calligraphy
o> o [=)) o> j=] (=]
= £ = = = =
k) g 8 g 2] g
o o o
cle |5 |£ s|le |2 |3 £ s |c |23 £ =
sz |a|8|=|leg|s|a|&8|=|g&|s|al|&|-=
Image # = ) =Y o ] kS [ =y o) S < ] B Q 1]
N ¥ | | s S| N |[¥$ | | S | N |¥ | | <
s & |3 |2 |E|8|s |3 |2 |E |8 |2 |3 |28]|E
£ [a) e = o> | £ [a) e = > £ [a) 2 e >
M ? o 1] & | @ Eﬂ o L & 0 §> o L &
% |2 |x % |2 |x $ |2 |@
Doc.1 [30|12]|.05|/03|64|24|06|.04|03|45|33|13|.06[03]|72
Doc. 2 321111060270 28]07|.03]02]|50(34|12|.07]03]75
Doc.3 [35|14|.07]|04[80|30|/08|.04|04|55|37|14|.08|05]|84
Doc. 4 34113060371 ]27]08|].05/03]|60|36|15]|.07]05]76
Doc. 5 33|15 .06 | 04|65|26|06|.04]03]|40|35|16|.07|04]6.7
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Comparing the speed of different processes (binarization, skewing and de-skewing, frame removing, noise
removing, and segmentation) of the Arabic documents for different categories.

TABLE II

SPEED PROCESSING (SECOND)
Processes speed (Seconds)
Image Type Binarization Skewmg/ N0|s_e Fra”Te Segmentation
De-skewing | removing | removing
Early Printed 3.3 1.3 0.06 0.3 7
New Books 2.7 0.7 0.04 0.3 5
Calligraphy 3.5 14 0.07 0.4 7.5
Average 3.16 1.11 0.056 0.33 6.5

5 CONCLUSION

This paper has described several approaches of pre-processing and layout analysis modules of the Arabic
document analysis, focusing mainly on binarization, document enhancement, page orientation, and skew algorithms.
Accordingly, many algorithms are mentioned such as projection profiles, Manhattan, and non-Manhattan, connected
components, etc. The layout analysis undertakings are tested taken into consideration:1-page segmentation, and 2-
document categorization in the Arabic images types (early printed, new books, and calligraphy documents). We
have seen that connected components with the language model classification by means of texture features is a
capable way to complete the task.

Due to faster processors of high-performance computing, and big storage with bigger data sets and
experimentation will finally bring us to improve the accuracy of the proposed Arabic OCR system. Therefore, a
deep-believe neural networks becomes more compatible with the mature of recognition tasks.
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Abstract: Self-Organizing Maps (SOM) is one of the most popular unsupervised neural networks and used
for clustering unseen patterns and visualization of data. Clustering and classification plays a large part in
today's world. SOM in this paper will be used for classification instead of clustering documents. Reuters
21578 Corpus from the news agency Reuters International and Movies Reviews from Amazon datasets are
trained and tested to measure the accuracy of Classification. The experiments were carried out on different
dataset sizes to determine their influence on Classification results. The testing results approve that Self-
Organizing Maps as it is well suited for clustering also suited for classification of document collections and
introduces good results. The hardware implementation of SOM using Field Programmable Gate Array
(FPGA) aims to accelerate the classification process.

1 INTRODUCTION
There has been a massive increase in use of electronic documents in the recent past due to the increase
of World Wide Web. Therefore, organizations tend to store most of their data in digital format [1]. Text
categorization is one major research area of text mining. Text categorization is the process of grouping
documents in a supervised manner based on the pre-defined labels.

The Self-Organizing Map (SOM) [2], [3] is a neural network based clustering algorithm highly
recognized for its visualization capabilities. Therefore, it has been shown to be one of the best text
clustering and visualization algorithms [4]. SOM [5] is an unsupervised neural network model used
effectively to map high-dimensional data to a low dimensional space (usually two dimensional). The
low-dimensional space (also called output space) consists of a grid of neurons connected with each
other; according to a specific structure (can be hexagonal, rectangular, etc.). This structure allows the
topology preservation of input data (i.e., similar input patterns are expected to be mapped to
neighboring neurons in the output grid) [6]. By this way, SOM manages to achieve dimensionality
reduction, abstraction, clustering and visualization of the input data and in classification as in this
research. This is the reason that it has been applied successfully to many different domains and datasets
like financial data [7], speech recognition [8], image classification [9], document clustering [10], [11].

Categorization of a text corpus in which each article is attributed with a set of categories; this called a
classical supervised classification task. Most supervised classification methods learn parameters from a
training set of labeled instances, and use the learned model to score test instances. The Self-Organizing
Map (SOM) is in contrast an unsupervised technique, clustering similar training instances together,
without knowledge of their categories. The resulting maps display visually identifiable, but non-
delimited, clusters [12]. SOM uses continuous Vector Space Model (VSM) that maps words and
documents into a low dimensional space [13] called Term Document (TD) matrix as feature extraction.
TD matrix evaluates the rare terms with low weight which (in some cases) is considered as more
informative than defining frequent terms. In practice, a weighting scheme that better captures the
importance of a word in the document than VSM is TF-IDF (Term Frequency-Inverse Document
Frequency). TF-IDF is one of the feature factorization methods widely used in text mining that can
reflect the importance of terms in documents, and hence it is used as the first process in text mining to
extract the features of documents in a dataset.
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Field-programmable gate arrays (FPGAs) are generic, programmable digital devices that can perform
complex logical operations. FPGAs can replace thousands or millions of logic gates in multilevel
structures. Their high density of logic gates and routing resources, and their fast reconfiguration speed
give them the advantage of being extremely powerful for many applications. FPGAs are widely used
because of their rich resources, configurable abilities and low development risk, making them
increasingly popular. FPGAs have been available since the 1980s, but have only recently started to
become popular as computation accelerators.

On the other hand, Kohonen’s self- organizing map (SOM) represents one of the most machine
learning techniques used in clustering and information retrieval. There are many challenges facing
SOM parameters that govern the clustering process and hence achieve the expected results. Among
these parameters are the initializations with random weights, the scheme of the neighborhood shrinking
function, the map size, and the definition of the learning rate [14]. This paper has used two global
datasets for testing the accuracy of classification. The first one is Reuter-21578 "ApteMod. The
"ApteMod" is a collection of 10,788 documents partitioned into a training set of 7769 documents and a
test set of 3019 documents. 100,250 and 500 documents for each one of four categories (earn
acquisition, crude, and trade). The second is 2000 movies reviews from Amazon (1000 positive and
1000 negative). The training is run for 500 for each category and then 1000 for each one

2 SELF-ORGANIZING MAPS (SOM)
Kohonen’s self-organizing maps (SOM) are abstract mathematical models used for clustering of data

[16]. The SOM consists of a topological grid of neurons typically arranged in one or two dimension
lattice [17]. The SOM Learning algorithm steps are:

1. Select an input vector X (t) = (x1 (t), x2 (%), ....., xn (t))
2. Find winning node by calculating the Euclidian distance

ds = min||X(t) — W(t)|, where Wk (t)= (Wk (t), wk (1), ...., wk (t)).

3. Adjust weights as follows:
W (t+1) =W () + n()*(X(t) — W(1)), where 0<n(t) <I. @)

where the learning rate function is:

Mk = AL o of TR o

where d (k, s) is the Euclidian distance between the node k and the winning node s in the two-
dimensional grid, while A1 and A2 will be defined latter in Eq.(3) and Eq.(4). In the formula, the first
Gaussian function controls the weight update speed and the second Gaussian function defines the
neighborhood shrinkage function in SOM. The standard deviation ¢ decreases monotonically with time
[18].

nstart: 0 < nstart < 1, is the starting value (value at time t = 0) for n| for the winning node s. Note that
the time t goes from 0 to (C-1).

nend: 0 <mnend < nstart, is the final value (value at time t = (C-1)) for n for the winning nodes [19].
From Eq. (5) it is clear that at time t=0, 1 (0, k, s) = Al. Hence:
Al=nstart 3)

A2=(C-1)/In(nstart/nend) “)
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3 THE NEW MODEL

The suggested model comprises a collection of processes; namely choosing the training dataset,
preprocessing, feature extraction, training using SOM and hence calculates the average weight of each
cluster in the SOM map for testing as in Fig. (1). TF-IDF has used in feature extraction stage which is
known as the best weighting scheme data mining for training documents. TF-IDF represents the
documents that train by SOM and clustering them in a map. After finishing the training process then
calculate the average weight of all documents that belong to each cluster. This process a sign only one
weight vector for each cluster which influences in determining the accuracy of classifying the tested
document correctly by measuring the cosine similarity between the weight vectors and tested document

vector.
Training dataset [ Preprocessing
-

Feature extraction (TF-IDF)

v
Self-Organizing Map (SOM)

Testing v
documents Calculate average weight for each cluster
v
> Testing and evaluation of accuracy

Fig 1: The main algorithm for clustering and searching of text documents

3.1. PREPROCESSING

Data mining techniques aims at having the data in a structured form and hence can easily obtain the
knowledge. We have used software tools called Weka (Waikato Environment for Knowledge Analysis)
to implement those processes which includes: tokenization (breaking up a sequence of strings into
pieces such as keywords, functional phrases, symbols and other elements called tokens), remove stop
words (e.g. the, am, is, are etc.), stemming using porter stemming algorithm [22] (which means
returning each word to its original form) and generate counting terms. All these steps are summarized
in Fig. (2).

Reuter -21587 and Moviis Reviews text documents

Tokenization

v

Remove Stop Words

v

Stemming Terms

Fig 2: Steps of preprocessing

3.2. FEATURE EXTRACTION (TFIDF)

TF-IDF algorithm calculates an index for measuring the importance of a term to a document in a
corpus. It is used for calculating the frequency of terms of a given word in a given collection of
documents and calls it Term Frequency (TF) as shown in equation (4). It also calculates the Inverse
Document Frequency (IDF) as in equation (5). The term count or the number of times the term appears
in document indicates the importance of that term in this document [7]. The importance increases
proportionally to the number of times a word appears in the document but is offset by the frequency of
the word in the corpus [7]. The TF-IDF is the product of term count (TF) and Inverse Document
Frequency (IDF). The term frequency TF of term t; in document d; is calculated by equation (1).
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TF| =2'_:11I

®)
where Nj , is the number of occurrences of the considered term t; in document d;.
legl Dietal |
IDFl = |dusiadl (6)

where |Dtotal | is total number of documents in the corpus and d : t; € d is number of documents where
the term t; appears. The TF-IDF for each term t can be defined as in Eq. (6) [7].

(TF-IDF) weight = TF;; * IDF; (7)

3.3. SOM CLUSTERING ALGORITHM FOR DOCUMENT CLUSTERING

Each node’s weights are initialized randomly

Select a random vector from a feature TF-IDF and presented in the lattice

Calculate the BMU.

Adjust the weights of the winning node and the weights of its neighboring node in the grid.
Adjust the learning rate L(t) as explained in Eq. (4).

Repeat step 2 N iterations.

I

3.4. CALCULATE AVERAGE WEIGHT FOR EACH CLUSTER

The map size for training document is 18*18 which represent 324 vectors. We should measure the
cosine similarity between each of 324 weight vectors and each test document to determine to which
class the test document belongs. This introduces 324 angels and these angels are convergent. But when
calculating one average weight for each cluster by selecting the files that belong to each group and
calculate the average weights for them will introduce 4 weight vector and the angels between them and
the test documents becomes not convergent. This will influence the accuracy of tested documents and
achieving best results using the Reuters and Movies Reviews datasets.

3.5. TESTING OF SOM PERFORMANCE

The evaluation of a classification task is defined by three measures namely; Precision, Recall and F
measure. The precision for a class is the number of true positives (i.e. the number of items correctly
labeled as belonging to the positive class) divided by the total number of elements labeled as belonging
to the positive class (i.e. the sum of true positives and false positives, which are items incorrectly
labeled as belonging to the class) as Eq. (8)[23].

™
Precidion = ooy 7P )
Recall in this context is defined as the number of true positives divided by the total number of elements
that actually belong to the positive class (i.e. the sum of true positives and false negatives, which are
items which were not labeled as belonging to the positive class but should have been) as Eq. (9) [23].

TP

Recoll = Tr+ PN )

The accuracy of two measures (Precision +Recall) can be combined using F score as in the following
Eq. (10).

P _ TP+ TN
e = TPy TN+ FP+ FN (10)
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The accuracy (F) values are within the interval [0, 1] and larger values indicate higher classification
quality.

3.6. IMPLEMENTATION OF SOM BY FPGA

The most critical aspect of any hardware design is the selection and design of the architecture that
provides the most efficient and effective implementation [20]. SOM has implemented in a digital
version of the SOM on FPGA by replacing the Euclidean distance computations to avoid the expense
of hardware multiplication [21].

The implementation of the proposed model for SOM onto hardware results in large designs, which
consumes substantial hardware internal resources (slices, registers and look-up table (LUT) units),
limiting the scale of network implementation. FPGA vendors provide tools that allow the designer to
build embedded systems on efficiently on FPGAs. This hardware design is implemented using Xilinx
Software Development Kit (SDK) and Xilinx Embedded Development Kit (EDK) as in Fig. 3.

C/C++ code (SDK) Hardware flow (EDK)
Compiler / Linker
¢ v
Data2BRAM
Object code E— ¢
Bit stream
v
Download to FPGA

Fig.3: EDK and SDK model to run SOM on FPGA

Xilinx Embedded Development Kit (EDK) which allows the designer to build MicroBlaze embedded
processor systems in Xilinx FPGAs. Software Development Kit (SDK) is a collection of software used
for developing applications for a specific device or operating system. The tool provides a C/C++
compiler for that processor and an IDE based on Eclipse framework. In this design we will build a
processor system based on MicroBlaze using the EDK and run this system on Nexy3 FPGA board. The
Nexys 3 Spartan-6 FPGA, that has used to implement the SOM shows in Fig. 4.

Fig 4: Nexys 3 Spartan-6 FPGA Trainer Board

98



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016 ESOLEC2016

The FPGA contains several memory blocks up to 128 KB. This is different from the on board
memories. The 64KB of these block memories has connected to the MicroBlaze as a local processor
memory.

4 IMPLEMENTATION AND DISCUSSION OF RESULTS

SOM learns to classify data without supervision. With this approach an inputs vector is presented to the
network through the training process for 800 iterations. Each 100 iterations the testing process is run to
determine the documents that belong to each cluster and then calculate the average weight vector of
these documents belong to represent each cluster. Then measure the cosine similarity between the
average weight of each cluster and the tested document. The accuracy of classification documents is
measured each 100 iterations using (Precision, recall and F-measure) for tested documents.

4.1 CLASSIFICATION RESULTS

The training process has implemented for two different dataset router dataset and movies review. At
first the router dataset trained by using 400 documents (100 for Earning, Acquisition, Trade and Crude
class) are used for training process. The testing process is done by using 120 documents (30 for each
class). Table 1 makes comparative results between SOM [24] and the new model.

TABLE 1: PRECISION (P), RECALL(R) and F MEASURE FOR 4 CLASS

SumithMatharage [23] Suggested model
Category name P R F P R F
Earning 0.82 | 0.84 0.83 0.93 0.82 0.87
Acquisition 0.75 | 0.80 0.77 0.78 0.86 0.82
Trade 0.78 | 0.82 0.80 0.83 0.96 0.89
Crude 0.72 | 0.73 0.72 0.96 0.80 0.87

From the four classes appear in Table (1), we choose the first two classes to increase the space for each
class during training documents. 2000 documents (1000 for earning class and 1000 for Acquisition
class) have trained using SOM. The testing process evaluated using 1000 documents (500 for each
class). The following table makes comparative results between Sumith Matharage [23] and the
suggested model.

TABLE 2. PRECISION (P), RECALL(R) AND F -MEASURE FOR EARNING AND ACQUISISION CLASSES

Sumith Matharage [23] Suggested model
dataset | Category name P R F P R F
1000 Earning 0.82 0.84 0.83 0.98 0.97 0.98
Acquisition 0.75 0.80 0.77 0.97 0.98 0.98
2000 Earning 0.82 0.84 0.83 0.97 0.98 0.97
Acquisition 0.75 0.80 0.77 0.98 0.97 0.97

The results in Table (2) show that, the accuracy of Precision, Recall and F-measure has increased for
the two classes compared with the two classes result in Table (1). This means that reducing the number
of clusters for training by SOM from 4 to 2 has increased the accuracy of classification because each of
the two classes occupies more space in SOM map instead of training 4 classes. This influence on
calculating the average weight of each of the two class and reduce the distance between clusters.
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The second dataset is the movies reviews consist of 2000 documents (1000 reviews positive and 1000
reviews negative). The SOM trains these documents as two classes (the first has label 1 and second has
label 2). The results in table 5 show the comparative between research in[23] and the proposed model
using the same dataset for classification. These results show that, the classification accuracy of two
classes (positive and negative documents) has been increased comparative with [23]. The accuracy
percent has increased F-totally by 6% approximately.

TABLE 3: PRESCISION, RECALL AND F-MEASURE FOR MOVIES REVIEWS DATASET

B. Ohana and B. A. Hamouda [25] | Suggested model
Tierney [24]

Category name P R P R P R
Positive 55.55% | 80.35% | 62.88% [ 83% | 52.8% | 92.8%
Negative 64.5% | 35.7% 75% 51% | 88.0% | 66.3%

F-measure 58.03% 67.00% 72.8%

The resulting maps display visually each cluster of documents separated. This is because the SOM has
a neighborhood function affect the node to the neighbor weight. Each cluster of documents has a
specific label putted when the weight of any node inside the grid is closer to that cluster. In this way,
the SOM algorithm makes underlying similarities in high-dimensional space visible in lower
dimensions. Through a two-step methodology, the labels of a training corpus associate with areas of the
map; areas that in turn can be used to classify previously unseen documents.

The network is created from a 2D lattice of 'nodes', each of which is fully connected to the input layer.
Fig.3 shows a very small Kohonen’s network of 18 * 18 nodes connected to the input layer
representing a two dimensional vector. All neurons in the output layer are well connected to adjacent
neurons by a neighborhood relation depicting the structure of the map. Generally, the output layer can
be arranged in rectangular lattice.

The training process produces 18*18 map each 100 cycles until reaches to the end of training cycles.
Each one of the 4 classes has a different label (1,2,3 and 4) as view in Fig (5).

3 3 3

3 3 3 3 3
| 1
1

Fig 5: Clustering of four classes by 18*18 Kohonen map

IS L 0

When using the SOM to train two classes the first has a label 1 and the second has label 2. One of the
maps will view as shown in Fig (6).

100

ESOLEC"2016



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016

1
1 1 1

Fig 6: Clustering of two classes by 18%18 Kohonen map

After many experiments, the size 10*10 looks to be appropriate for arbitrary queries. Of course,
increasing the size of the map will result in longer processing times, since many more weight vectors
will need to be considered.

4.2 FPGA RESULTS

One of the results of implement the suggested model on FPGA is determine the Device utilization
summary as in Fig. (7).

Device Utilization Summary (actual values)
Slice Logic Utilization Used Available | Utilization
Number of Sice Registers 1,436 18,224 7%
Number used as Flip Flops 1,429
Number used as Latches 0
Number used as Latch-thrus 0
humber used as AND/OR logics 7
humber of Slice LUTs 1,695 5,112 8%
humber used as logic 1,536 5,112 16%
humber using 06 output only 1,227
Number using O5 output only 41
Number using 05 and 06 %5
Number used as ROM 0
Number used as Memory 133 2,176 6%

Fig 7: Device Utilization Summary

There is a comparative between [21] and this study that views the resources available and the usage
percentage. This comparative will views in Table (4).

TABLE 4: IMPLEMENTATION RESULTS FOR THE SOM

SOM by ref[21] The proposed SOM
Resources Name | Available | Used | Per.(%) | Available | Used | Per.(%)
Flip flops 135,168 | 4,095 3% 18,224 1,436 7%
4 input LUTs 135,168 | 18,387 13% 9,112 1,536 18%
Bounded IOBs 768 147 19% 232 18 7%
Occupied Slices 67,584 | 11,468 16% 2,278 752 33%

where LUT is basically a table that determines what the output is for any given input(s). Bounded I0B
(Input/output Buffer) determines the number of pins of FPGA were used on the device and Occupied
Slices refer to the basic building block components in the FPGA. However, each slice contains a
number of LUT'"s, flip-flops, and carry logic elements which make up the logic of your design before

mapping
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5 CONCLUSIONS

Self-organizing map is good in clustering and visualization data mining such as documents. The
method of calculating the average weight vector to each cluster has enhanced the accuracy of
classification of documents using SOM map. Implementation of the SOM for classification using
Reuters-21578 dataset has increased the accuracy percentage between 4%-15%. When reducing the
number of classes to 2 and increasing the numbers of documents for training and testing the accuracy
percentage again, the accuracy has increased to become between 15%-25% approximately for the same
two classes. When using movies reviews dataset, the accuracy has increased by 6%. The hardware
implementation of the suggested model has consumed little component in FPGA which lead
researchers to use another FPGA beard with low price to implement the SOM. SOM has a proved that
it’s good in clustering as well as in classification of documents.
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Semantic Approach for Classification of Web Documents
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Abstract—We present a semantic approach method for classification of web documents. The proposed approach required only
a domain ontology and a set of user predefined categories. Currently, most approaches to text classification represent
document as (bag of words) and training the large set of documents to train the classifier. Our approach doesn't require a
training set of documents. In our method we use DBpedia ontology as the main classifier, representing documents as (bag of
concepts). We extract the terms from the document, extract their resources from DBpedia Spotlight, use Sparqle query to
determine class ontology and map them to their concepts then we determine the best category.

1 INTRODUCTION

The amount of information in the World Wide Web has been overloaded heavily and rapidly in current era. At the
same time organizing and managing information for knowledge extract is crucial problem. Web content consists of text
documents and multimedia documents. Web Document Classification process plays an important role in organizing and
managing data in the World Wide Web for better knowledge understand.

Web document classification is the process of classifying documents into predefined categories. Classification is one
of web mining techniques, to solve the problem of information overload. Moreover, web mining has been improved by
utilize semantic techniques. Semantic techniques provide deeper understanding of information by machine. Traditional
web document classification methods represent document as (bag of words). Traditional supervised text classification
methods use machine learning to perform the task. Most of them learn classification definitions and create the classifier
from a set of training documents pre-classified into a number of fixed categories. Such methods, including Support
Vector Machines [1], Naive Bayes [1], decision trees [1], and Latent Semantic Analysis [2] are effective, but they require
a set of pre-classified documents to train the classifier. There are major problems in (use context analysis to the words of
document i.e. (bag of words)) First, count word occurrences and not consider meaning. Second, in order to train classifier,
collect large number of documents must be collected. Third, the meaning of web content is not machining accessible due
to lack of semantics.Fourth, it's simply difficult to distinguish the meaning between two sentences.

In this paper, we proposed ontology as classifier. The novel in our method doesn't require a training set of documents.
Using general encyclopedic knowledge—based ontology such as DBpedia ontology.The DBpedia Ontology organizes the
knowledge on Wikipedia in 320 classes which form a substitution hierarchy and is described by 1,650 different
properties. It features labels and abstracts for 3.64 million things inupto97 different languages of which 1.83 million are
classified in a consistent ontology, including 416,000 persons, 526,000 places, 106,000 music albums, 60,000 films,
17,500 video games, 169,000 organizations, 183,000 species and 5,400 diseases. Additionally, there are
6,300,000linkstoexternal web pages, 2,724,000 links to images, 740,000 Wikipedia categories and 690,000 geographic
coordinates for places.

2 RELATED WORK

Bin Shi, Liying Fang, Jianzhuo Yan, Pu Wang, and ChenDong(2009)[3]proposed a uniform representation for the
content, which include concepts and relations, of semantic documents based on WordNet. Use WordNet (ontology) to
mapping relations between concepts. Use SVM to classification semantic web document. This method only considerstwo
semantic relations in WordNet. Proposed a method to get only the path between two concepts in the WordNet.

Bai Rujiang Shandong and Liao Junhua (2009)[4] proposed a system that uses ontologies and Natural Language
Processing techniques to index texts. Traditional BOW matrix is replaced by “Bag of Concepts” (BOC). Presented a new
ontology-based methodology for automated classification of documents. To improve text classification, they enrich
documents with related concepts, and perform explicit disambiguation to determine the proper meaning of each
polysemous concept expressed in document. They use three ontology WordNet, open Cyc and SUMO to find concept of
key words and compare concept in different ontology they not consider meaning between all concept in document and
relation between it.

Jun Fang, Lei Guo and Yue Niu (2010)[5]proposes a novel ontology-based documents classification method by using
ontology reasoning and similarity measure. They solve drawbacks of current ontology-based documents classification
methods of classifier training divide concept to high concept and low concept by ontology reasoning and similarity
measure but not consider relation between concepts.

Shikha Agarwal, Arachana Singhal and Punam Pedi (2012)[6] used weighted concept frequency—inverse document
frequency (cf-idf) with background knowledge of domain ontology,for classification of RSS feed news items. They have
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shown that a rich and comprehensive ontology can be successfully used as text classifier. They consider the important
concept only by (cf-idf) not consider the meaning and relation between terms but using ontology.

Chaaminda Manjula Wijewickrema (2014)[7] improved the classification accuracy of an automatic text classification
system by using ontology.He proposed a solution to reduce the number of misclassification due to vocabulary
ambiguities of the language used. Use ontology to represent the relationship among the concepts. But he used the first
four highest frequency terms are chosen to decide the subject of the test document.although the ontology is using to
increase the accuracy of automatic classification, the final decision still has to be made manually.

Henrihs Gorskisl and Arkady Borisov2 (2015)[8] examined the feasibility of using rules and concepts discovered
during the classification tree building process in the C4.5 algorithms, in a completely automated way, for the purposes of
building an ontology from data. By building the ontology directly from continuous data, concepts and relations can be
discovered without specific knowledge about the domain. The main novelty of this approach is the creation of concepts,
which reflect unique and important data value intervals or spans for every attribute. Ontology building approach have
some drawbacks. The number of intervals found by the C4.5 algorithms can be large and not intuitively understandable
to a human user. The reasonability of the found value intervals can only be evaluated by a domain expert. Maybe the
complexity of the span hierarchy is only a perceived one, maybe to an expert the value spans make sense and he will be
able to give them appropriate names.

3 SEMANTIC CLASSIFICATION FOR WEB DOCUMENTS

We propose to build semantic classification system that classified web documents by semantic approach based on the
DBpedia Ontology. Hence, the next sections describe the necessary steps to build such systems

@ .

A Web content Web
* Documents

| 7 _

Search
Tokenization

Text
Document

Stemming

{ Preproce
Py ) Filtering
& User on web IF/IDF
N
2

ssing

List of
Keywords

Classified
Web

NAriimMan

Resources
& Ontology & Dbpedia

Keywords Spotlight
. potlig

Determine
Ontology
classes

Figure 1: Classificatin Pipeline

A. First step: Text document preprocessing

Preprocessing method plays a very important role in text mining techniques and applications. It is the first step in the
text mining process.Preprocessing steps such as Tokenization, Stopwords removable,stemming and TF/IDF algorithms
for the text documents [9](figure 1)

Tokenization: is the process of breaking a text into words, phrases, symbols.

Stop words removable: removing the unimportant words from documents content by using a list of stop words. Stop-
words are words that from non-linguistic view do not carry information such as (a, an, the, this, that, I, you, she, he,
again, almost, before, after).
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Stemming: Removes the affixes in the words and produces the root word known as the stem

TF/IDF: Term Frequency—Inverse Document Frequency (TF/IDF) is a numerical statistic which reveals that a word is
how important to a document in a collection. The value of TF/IDF increases proportionally to the number of times a
word appears in the document [10].

After Text document preprocessing we get the important words in document and the number of times a word appears in
the document.
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TF/ IDF
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Figure 2:Text mining pre-processing steps

B. Second step: keywords and resource Extraction

We use DBpedia ontology to classification documents in semantic approach. The DBpedia ontology has been created for
the purpose of classifying this extracted data. It’s a cross-domain ontology based on info box templates in Wikipedia
articles. The ontology currently covers 359 classes which form a consumption hierarchy and are described by 1,775
different properties.

The DBpedia 3.8 knowledge base describes 3.77 million things, out of which 2.35 million are classified in a consistent
Ontology, including 764,000 persons, 573,000 places (including 387,000 populated places), 333,000 creative works
(including 112,000 music albums, 72,000 films and 18,000 video games), 192,000 organizations (including 45,000
companies and 42,000 educational institutions), 202,000 species and 5,500 diseases.

1) Resource Extraction:Our system use DBpedia spotlight [11] to extract resources from the text document. DBpedia
spotlight is a tool designed for automatically annotating mentions of DBpedia resources in text [12]

2) Keyword extraction: Extract keywords from the question, the system chooses any word in the document satisfying
one of the following seven conditions [13]:
1. All non-stop words in quotations.
2. Words recognized as proper nouns by DBpedia Spotlight.
3. Complex nominal and its adjective modifiers.
4. All other complex nominal
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5. All nouns and their adjectival modifiers
6. All other nouns
7. All verbs

C. Determine ontology class

After we Extract resources and keywords determine ontology class by using Spargle query. Retrieve the DBpedia
ontology classes and properties we have to build a SPARQL query with the resource itself. The result of the query
(Spargle query) is an RDF file which holds ontology classes and properties and other information belonging to that
resource. we compute similarity between the keywords and the ontology classes and properties. Thus, similar classes are
selected.

D. Determine categories

After the last step we know keywords, resources and ontology classes. we show the relationships between all to
Determine the best categories to these document.

4  CONCLUSIONS

We presented a novel approach to web document classification, depend on DBpedia ontology our method we use
ontology as classifier to do not make training classifier. We extract terms from document and extract resources to
determine classes and mapping them to their concepts then we determine the best category. Our method depends on
meaning of terms and sentence.

In future work, we plan to improve our method by making modification to ontology if term not found.
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Abstract—Multi-Language Information Retrieval (MLIR) is a subfield of information retrieval for retrieving information from
a multi-lingual collection. There is a need to search for information not only within the native language of the user, but also
within the other languages. However, the user can't benefit from retrieving miss understandable information due to its
language. So, Machine Translation field presents a solution by translating text from one language into another. Multi-lingual
Search System enables users to search the web contents written in different languages. However, there are some difficulties
that users may face to get relevant information, especially in multi-language such as language selection, query formulation and
reformulation. Users can manually select the source language for search, but unfortunately the user can get bad results. The
reason is that the user may select a language with poor available online contents. For example, if a user want to search using
his native language (e.g. Arabic) for a specific topic (e.g. Computer Science, Technology, medicine), he/she will get bad results
because of Arabic poor online contents about that topics. In this paper, we aim to enable users to translate the original query
into a suitable language based on the online available contents to retrieve more relevant information to the query without their
interventions. We propose a building language index based on the topic that can be used by a web search system to select
automatically the suitable language/s for search, based on the available online contents with for each language about the user's
query topic.

Keywords: Multi-Language Information Retrieval (MLIR), Language-Topic Based Index, Available Contents, Contents
Web Mining.

1 INTRODUCTION

Actually, English is the dominant language in the web, however more than half of web contents are written in the other
languages (non-English). Users of search engines want to get relevant results to their queries/needs. Users often know
only one language/native that can be used for good query formulation. The problem is, the online most of the related
contents may be available in other language. What they can do? If they write the query in their second language, it is
expected to get bad results, due to they aren’t professional in that language. The existing Multi-Language Information
Retrieval (MLIR) systems ask the user to identify the source language (language of query) and the target language/s (the
language/s of webpages/resources he want to search in) before starting the search process. For example, user can write
Arabic query (about computer networks) and limit his search to English web pages/resources. There are online contents
available in Arabic but the most/best online contents are written in English.

In this paper, we suggest a different system that uses another way of selecting the target language/s. It doesn’t ask the
user to enter the target language. We assume that, if the user is an academic researcher, he can decide which language he
should use for his search. However, not all users of search engines have experience/efficient background to decide the
suitable language for search. So, our paper presents a solution through providing automatic selection of the most suitable
language/s for search based on available contents.

To achieve our goal of developing a web system with automatic language selection, we propose building an index
that includes a set of languages and set of topics where the intersection is the language rank. Table I illustrates a
part of the expected index of topic-language based, where each language has score that measured by the available
contents about a specific topic. We can use the proposed index to develop a web search system that selects automatically
the suitable language for search. Our idea for ranking languages is based on the available online contents with that
language related to the topic of user’s query. For example, if a user searches for “software engineering”, the suitable
language for his search results is in English, because software engineering is a computer science field and the most of its
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online contents are written in English. Here, we are mainly interesting in how to select the more suitable language to
retrieve the more relevant information with more degree of quality than any other possible language.

This paper is organized as follows. We discuss the process of building language-topic based index and how to select the
languages and topics to be included in the index in Section2. Section 3 illustrates how we can collect the dataset for the
different topics & different languages. Section 4 draws our conclusion and future directions.

TABLE I

PART OF THE EXPECTED LANGUAGE- TOPIC INDEX

Domain Language Ranks
English Chinese German French Japanese
Medical 3 1.5 2.5 2 1
Technology 2.5 1 3 1.5
Agriculture 2.5 3 2 1 1.5

2 BUILDING LANGUAGE-TOPIC BASED INDEX

Up to our knowledge, no previous work that we can refer to ranking languages based on available contents for different
topics/domains. So, we collect information from different resources about the available online contents for different
topics with different languages. There are some important issues should be considered for illustration before starting in
building that index such as languages, topics that should be included in the index, and how dataset for mining is
collected, identifying the required information to be extracted from webpages, and the technique for extraction.

A. SELECTING LANGUAGES
We can select some of the top languages (e.g. English, Russian, German, Japanese, Spanish, French) based on Fig. 1, that
shows the Percentages of websites using various content languages[1]. Figure 1 shows the top languages used for the
internet contents /websites. Of course, English is the most used language in the web, although other languages like
Chinese and Arabic are increased through the last few years.

English I 53.6%
Russian [l 6.4%

German M 5.6%
Japanese Ml 5.1%
Spanish M 4.9%
French M 4.1%
Portuguese M 2.5%
Italian M2.1%
Chinese B 1.9%
Polish W 1.8%
Turkish J§ 1.8%
Dutch, Flemish I 1.4%
Persian 01.2%

Arabic ] 0.8%

Figure 1: Top used languages in the web

B. SELECTING TOPICS

Search engines usually use topic/web directories to narrow searches. Topic directories build a hierarchical structure of
web pages as taxonomy or ontology according to their contents. We can use taxonomy of Wikipedia (300,000 category),
Google directory (directory.google.com), Open Directory Project or any web directories to identify the topics of our
index. We can select the topics that it is expected to affect positively with Multi-Lingual IR, such as medical,
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ecommerce, industry, technology and tourism domain. The Open Directory data file is available as RDF format through
its web site. The file includes a list of Open Directory Project categories and the external URLs relevant set for each
category. Liu and et al. [2] presented a heuristic-based approach for topical crawling through using link-context and
implements DOM tree for anchor text detection. They used link-context necessity to correctly guide topical crawling.
They used Open Directory categories to identify topics for their crawling experiments.

3 COLLECTING REQUIRED RESOURCES

Web mining applies data mining methods to mine Web documents, hyperlinks between documents, usage logs of web
sites, etc. Web mining has three categories depending on the type of data i.e. Web Content Mining, Web Structure
Mining and Web Usage Mining. Web structure mining extracts useful knowledge from hyperlinks that draw the Web
structure [3]. For example, we can detect communities of users with common interests. Web usage/log mining mines the
behavior of website users. It discovers user access patterns from Web usage logs, which record every user's clicks [4].
Web content mining extracts information that is related to the website page contents. It mines useful information from
Web page contents e.g. customer reviews and forum postings. For example, we can automatically cluster Web pages
based on their topics [5].

In our work, we interest in Web content mining that can be divided into two subcategories, webpage content mining and
search result mining. After identifying the used languages and the topics, we need to identify the available contents of a
language about specific topic. In this paper, we present two approaches. The first method is webpage contents mining,
through collecting dataset by crawling the internet webpages and the second method is search result mining based on
using search engine search results given pre-classified queries. Assume that we have a set of languages (L) and a set of
topics (T) and a language rank (R), and we need to compute Rank R; [T; L;] to identify which language L; is suitable for
search about a specific topic Ti.

A. Webpages Contents Mining

For mining webpages contents, we need to obtain a huge amount of webpages at first. Web crawling is the process that
can be used to collect the webpages. Web crawler begins with a list of URLSs to visit (called the seeds). While the crawler
visits seeds URLs, it extracts all the hyperlinks in the page and adds them to the list of URLSs (the crawl frontier) to visit.
Crawlers can be one of the following categories: Focused/Topical Crawler, Collaborative Web Crawler, Incremental
Crawler, Parallel Crawler, Distributed Crawler and Mobile Crawler. Fig. 2 shows the basic crawler operations that
include the following steps:
= Start with known “seed” URLs (list of starting URLSs).
=  Fetch and parse them
0 Extract URLSs they point to
0 Add the extracted URLs to a queue
=  Fetch each URL on the queue and repeat (Stop criterion can be anything).

The focused or topical crawlers aim to download only those pages that are about a specific topic. they also identify which
URLS to scan and in what order to parse based on previous downloaded web pages. Focused crawlers consider that pages
about a topic tend to have links to other pages on the same topic. There are many previous works that study topical
crawling e.g. Ali [6] who proposed an approach for focused crawling. Also, De-Assis et al. [7] presented a focused
crawling approach that depend on content-related information and genre information presented in web pages to guide the
crawling process. Arya and Vadlamudi [8] designed a topical crawling algorithm based on an ontology to access hidden
web content.

In our work, we need to crawl a huge amount of web pages about a specific topic for all selected languages. So, the
topical crawler is the suitable type for our case to limit crawling to only webpages that are related to a topic. While
topical crawling suffers from some challenges such as context of links consideration during the crawling process. The
crawling process can described be follows giving a language L; = {English, Russian, German, Japanese, Spanish, French,
Arabic}

1- For each topic Tj, collect a set of relevant documents.

2-  Train the classifier using these documents/examples.

3-  Use web crawler to crawl all web pages belongs to a Topic Tj, which it classified as relevant to topic Tj.

4- For each topic T;,

5- Remove repeated webpages by identifying similar webpages.

6- For topic Tj, count webpages of a language L;.

7-  Select the language L; with large number of relevant webpages to a topic Tj as the suitable language for

search.
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Figure 2: Basic crawler operation

B. Search Results Mining

Instead of web crawling webpages, we can use a search engine results given pre-classified queries. Search results are
retrieved in seconds without any need for any effort. There are many datasets available for research purpose including
queries and their tagged classes. These classified queries can be given to search engine (Google) and easily get the
results.

For each language L; where [L;= {English, Russian, German, Japanese, Spanish, French, Arabic}]

1-  For each topic T;, Collect queries that are classified into predefined classes.

2- Translate the same queries to other languages (e.g. from English to other languages)

3- Use a search engine to retrieve all web pages belongs to topic Tj, given queries dataset which is classified
into Topics Ti.

4- Remove repeated retrieved results by identifying similar webpages.

5-  For all queries, compute the average of retrieved results for each topic T;

6- Select the language with large number of results for that topic Tj as the suitable language for search.

C. Comparison between the two techniques

Our work is application of web content mining, where we need to identify the amount of the available contents for each
top language about the selected topics. There are two directions, including webpage content mining and search results
mining. To decide which approach is the best, we study each one, we have to identify what information actually needed
to be extracted from webpages. For each language, we need to get the number of available webpages, description, and
keywords for all selected topics, the number of webpages to count the amount of the available contents and the other
information (i.e. description, keywords) to identify/remove the repeated webpages. Table II shows the comparison
between the two methods.



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016

4 CONCLUSION AND FUTURE WORK

In this paper, we studied two approaches used for collecting the required information for building language index to be
used by a web search system for selecting automatically the most suitable language/s for search. We concluded that that
the second approach (search results mining) is more suitable to use because it satisfies what we need for building the
index. Also it is more easily and has fewer requirements than the crawling approach. Also, in this paper, we could
identify the suitable one for building the index. Our next steps for future include perform experiments for computing
language scores to produce the index.

TABLE I1

WEBPAGES CONTENTS VS. SEARCH RESULTS MINING

ESOLEC"2016

Webpages Contents mining

Search Results Mining

Requirements

Produced Webpage contents and other details, e.g. description, For each query, We get the number of results,

Information keywords webpage 's description, keywords, URL name,
the number of links to other pages, etc. in few
seconds.

Technique Large RAM and storage for saving web pages. For each topic, after collecting the search

Building index for web pages.

Web crawler need for classifier to classify web pages
and compute their relevance to the specific topic
before downloading.

Building crawler from scratch or using the crawling
tools.

results of all queries in one file. It is possible
that one query have the same results of another.

We have to write our own program to remove
repeated web pages to get the exact number of
web pages for each topic.

We need to get a dataset that contains classified
queries into set of topics. There are a lot of
dataset available online.

Mapping the classes of queries into selected
topics.

Difficulties We need to large fraction of the web, how many hours How we can translate the queries to other
and we need for crawling e.g. 10,000 pages for each topic? languages? Manually or Google translate /
Challenges Topical Crawling isn’t accurate as the crawler may create our translation method?
retrieve irrelevant pages to the topic, it depend on bag We have to use good translation methods to get
of words (need for adding the context). accurate search results.
Classification increase the time of crawling. For query translation, we think that there is no
How to identify Seed URLs to be start point of crawler ambiguity because queries are classified into
for each topic & for each language? topics, so translation can be more accurate.
- It can be easy to identify Seed URLs for English for
Arabic, but it difficult to other languages.
- Building crawler from scratch is not simple task and
need for time.
- Tools for general crawling are available, but topical
crawlers are not.
ACKNOWLEDGMENT

My sincere and heartfelt thanks to Dr. Shahinda Sarhan for her insightful comments and guidance in my research idea.
My special appreciation to my parents, my husband Refaat for their support and to my children Nooran and Albraa for
their love and patience.

BIOGRAPHY

Ebtsam Sayed is an Teaching Assistant of Computer Science at Minia University. She received B.Sc
in Computer Science in 2007 from Mina University and the M.Sc. degree in Computer Science in
2011from Cairo University. She is currently a PhD student at Computers and Information faculty,
Mansoura University. Her research interests are Web mining, Multilingual information retrieval, and
machine learning.

Mostafa Aref is a professor of Computer Science and Vice Dean for Society Service &
Environmental Development, Ain Shams University, Cairo, Egypt. Ph.D. of Engineering Science in
System Theory and Engineering, June 1988, University of Toledo, Toledo, Ohio. M.Sc. of Computer
Science, October 1983, University of Saskatchewan, Saskatoon, Sask. Canada. B.Sc. of Electrical
Engineering - Computer and Automatic Control section, in June 1979, Electrical Engineering Dept.,
Ain Shams University, Cairo, EGYPT.

114




The Sixteenth Conference on Language Engineering 7-8 Dec. 2016 ESOLEC2016

Samir EImougy received the B.Sc in Statistics and Computer Science in 1993 and the M.Sc. degree
in Computer Science in 1996, both from Mansoura University, Egypt. He received the PhD degree in
computer science from College of Engineering, Oregon State University, USA, in 2005. He is
working as the Chair of the Department of Computer Science, Faculty of Computers and
Information, Mansoura University since Dec. 2014. From 2008 to 2014, he had been with King Saud
University, Riyadh, Saudi Arabia as an assistant professor at the Dept. of Computer Science. His
current research interests are algorithms, error correcting codes, computer networks, software
engineering, and Natural Language Processing for Arabic languages.

REFERENCES
[1] W3Techs.com website:  https://w3techs.com/technologies/overview/content_language/all, (Last accessed

W3Techs.com, 9 September 2016).

[2] L. Liu, T. Peng and W. Zuo, "Topical Web Crawling for Domain-Specific Resource Discovery Enhanced by
Selectively using Link-Context", The International Arab Journal of Information Technology, Vol. 12, No. 2,pp. 201-203,
March 2015.

[3] Hussein, Mohamed-K, and Mohamed-H, Mousa. "An Effective Web Mining Algorithm using Link Analysis.”,
International Journal of Computer Science and Information Technologies (IJCSIT) , pp. 1-3, 2 010.

[4] S. Kavita, G. Shrivastava and V. Kumar. "Web mining: Today and tomorrow." Electronics Computer Technology
(ICECT), 2011 3rd International Conference Volume 1, 2011.

[5] S.Balan, and P.Ponmuthuramalingam,”Astudy of Various Techniques of Web Content Mining Research Issues and
Tools", International Journal of Innovative Research and Studies, Vol 2, Issues 5, May 2013.

[6] H. Ali, Self Ranking and Evaluation Approach for Focused Crawler Based on Multi-Agent System, the International
Arab Journal of Information Technology, vol. 5, no. 2, pp. 183-191, 2008.

[7] T. De-Assis, F. Laender, A. Goncalves, and A. Da Silva., "A Genre-Aware Approach to Focused Crawling, World
Wide Web-interest and Web Information Systems", vol. 12, no. 3, pp. 285-319, 2009.

[8] V. Arya and R. Vadlamudi,” An Ontology Based Topical Crawling Algorithm for Accessing Deep Web Content", in
Proceedings of the 3rd International Conference on Computer and Communication Technology, Pradesh, India, pp. 1-6,
2012.

Gl Badsie QUL g la iuY Gle gua gall g Qlall g e el
***3@}& i, **2‘—5)1"“ A}L*A“, *13.-.‘-’-“ el-’-“l."
* e ~Liiall Uil Gaala -l slaall 5 cilandall 40
lebtsamabd@gmail . com
**)AAA-B‘)AN\-W (e QMB-QLQM\} Ql.\u\;j\ 2\.9.15
2mostafa.aref@cis.asu.edu.eq
***)AAA—BJM‘—BJM\ :\Mté—&uju‘} Ql_u.n\a.“ 37\35
‘mougy@mans .edu.eg

1gaila

& g o) 318 llia (pad ) S gall ey a:MuMM;ﬁA\uhhﬂ\w@w@wmY\@hu\aﬂ\;.\uubhﬂ\&t;)u\mu\
ARl il ) dala @llin () sl S5 gAY A A1) (e e gl den 5 Caag A0V G i) ol Sl L@.A@AJ‘}!A:.L&JU_\J\?M\
u\aﬂ\oAJx_m;\.Ul\uhw@g_m.ﬂ\‘\_\hs?cmLsﬂ\g_ﬂaﬂ\JM@m?Unae\MbdhdmuSMJ (‘.Y\em|wuﬂ\£§5u‘d}t§ﬁ\]\
S Candl A AT Jie @l g anally Aad jall e sheall g la i i) 3aomie Lalai¥f) o3¢l ¢ sariivnal) lgal gy il il gmaall iany llia (K1
il 13g A il e 4l pemn Jainall (o 43S0y Ganll Lardisal) Zal) padiosall 33ny o) (Sadl) oy Lgit b salel 5 Saiadl) s Candl cilalS
laar ddlaie Glaglza e Eanally o pall fpanas “-\Aie&")‘ -l uﬂbmmeﬁsﬂ\wbw}\‘s&:&_11.4)&:.«‘)5\)4?.\:‘_;\&_\@\8)4}
I e g sall i e 2l AL LSS e ghadll 5855 pand Ay g s iy il o Sy Cigs 43l 5 Ll 530151 anlal 5l
mg;\;uudmumwm;“e\_u\ 138 68 Cuay Glalll aaie Jag plad Jee o Caaall 13a 8 Udaa ol @llMly Lo aallly L8
Auliall 22l ale 4 23y Sile guia gall g Sl (g jed Jae I Zlss Jiaal) aUail) 13a el g andiiall (0 A5 (5 g9 Zall) el 58 giall il glaal)
Aalll elliy & g gall 138 e 38 giall Ol glaall ApaS s e @b g diay & gom g (b Sl Apnilio Zalll Ja 2aa3 S g & gaim ga ST il

115



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016 ESOLEC2016

Ambiguity Detection and Resolving in Natural Language
Requirements

Somaia Osama’’, Safia Abbas'2, Mostafa Aref”

“Computer Science Department, Faculty of Computer and Information Science, Ain Shams University
Cairo, Egypt
lsomaia.osama.r@gmail.com
?safia_abbas@yahoo.com

laref 99@yahoo.com

Abstract--Natural language is the most used representation for describing software requirements specification on computer based
systems in industry. On one hand, natural language is flexible, universal, and wide spread. On the other hand, natural language
requirements are recognized generally as being ambiguous. Ambiguity occurs when a sentence can be interpreted differently by
different readers. Ambiguity in natural language requirements has long been recognized as a challenge in requirements
engineering. In this paper we focus on the application of Natural Language Processing (NLP) technique for addressing ambiguity
in natural language requirements. We describe an automated approach for detecting and resolving ambiguities in order to avoid
misinterpretations. The paper also provides a case study on real world software requirements specification to show that the use of
approach in automated ambiguity detection and resolving, where we have assessed the efficiency of the approach.

Key words: Natural language processing (NLP), ambiguity, Requirement engineering, Software Requirement Specification,
ambiguity detection, ambiguity resolving.

1 INTRODUCTION

Requirements engineering (RE) is the activity that involves the functions associated with the extraction, modeling, analysis,
verification and specification of the user's requirements [1]. The RE activity often starts with the vaguely defined
requirements [2] and results finally into a Software Requirements Specification (SRS) document. The SRS is a part of the
contract and it must define the user and the system requirements obviously, accurately and unambiguously. An SRS that has
inconspicuous, incomplete, unmanaged, unspecified, inaccurate or ambiguous requirement definition may eventually lead to
cost and time overruns [3, 4, and 5]. An important research problem in Requirements Engineering is resolving ambiguity. An
ambiguity is “a statement having more than one meaning”. An ambiguity can be lexical, syntactic, semantic, pragmatic,
vagueness, generality and language error ambiguity [6]. Although the fact that the requirements specified in natural
language tend to inappropriate interpretations, the requirements are most often specified in natural language. So, it is
necessary to develop the approaches that deal with resolving the ambiguities from the user requirement specifications.
Manually resolving ambiguity from software requirements is a tedious, time-consuming, error-prone, and therefore expensive
process [6]. Therefore, an automated and semi-automated approach to resolve ambiguities from the requirements statement is
needed. There exist various approaches, starting from manual glossaries approach to automatic ontology based approach to
reduce ambiguity from the Software Requirement Specification. In addition, there are a number of diverse tools such as,
QuaARS [7], RESI [8], WSD [9], SREE [10, 11], ARM [12], NAI [13, 14], and NL2OCL [15], SR-Elicitor [16] developed to
detect and resolve ambiguities.

2 AMBIGUITY

“An important term, phrase, or sentence essential to an understanding of system behavior has either been left undefined or
defined in a way that can cause confusion and misunderstanding.” [17]. Ambiguous requirements lead to confusion, wasted
effort and time and rework. Ambiguity is the possibility to interpret a phrase/word in several ways. It is one of the problems
that occur in natural language texts. An empirical study by Kamsties et al [6] depicts that "Ambiguities are misinterpreted
more often than other types of defects". An ambiguity has two sources: incomplete information and communication mistakes.
Some errors can be resolved without domain knowledge like grammatical error though some error needs domain knowledge
like the lack of detail that wants user. The Ambiguity Handbook [6] presents different types of ambiguities, categorized as
Lexical, Syntactic, Semantic, Pragmatic, Vagueness, Generality and Language Error as shown in table 1.
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TABLE I. TYPES OF AMBIGUITY
Type of Description with example More constituents joined by
.. Subtype L . .

Ambiguity coordinative conjunctions (and,
Two different words have the same or). E.g.: The system shall print a
written and phonetic login session report to every
representation,  but  unrelated Manager and Database
meanings and different C S Administrator. (can refer The

. . oordination . . .
Homonymy |etymologies. E.g.:  The airport Ambieuit system shall print a login session
. Ambiguity |[shall be a major hub for Departures sty report to very Manager and every
Lexical ; . L.

Ambiguity from Australia to Asia. Database Adm.mlstrator or The
"major" (important/an army officer system shall print a login session
of high rank/ specialize in a report to every person who is both
particular subject at a college) a Manager and a Database
A word has several related Administrator.

Polysemy .
P meanings but one etymology. . A sentence has more than one
Ambiguity Semantic . . e
Ambiguity SC(.)pe‘ way of reading it within its
The role of the constituents within Ambiguity context although it contains no
a phrase or sentence is lexical or structural ambiguity.
ambiguous. E.g.:The software will An anaphor can take its reference
follow the applicable regulatory from more than one element, each
Analvtical and utility technical requirements Referential playing the role of the antecedent.
Ambiy it in its speculated calculations and Ambiguity E.g.: If the ATM accepts the card,
gty selection  process.(can  refer the user enters the PIN. If not, the
regulatory technical requirements card is rejected.
and utility technical requirements Pronouns, time and place adverbs,
. or regulatory requirements and Pragmatic such as now and here, and other
Syntactic utility technical requirements) Ambiguity grammatical features, such as
Ambiguity A particular syntactic constituent tense, have more than one
of a sentence, such as a Deictic reference point in the context.
prepositional phrase or a relative Ambiguity The context includes a person in a
Attachment . .
Ambiguity clause, can be legally attached to convgrsatlon, oa particular
two parts of a sentence. Or a location, a particular instance of
phrase can be placed in different time, or an expression in a
positions in the parse tree. previous or following sentence.
o When it is not certain whether or If it is not clear how to measure
Elliptical not a sentence contains an ellipsis. whether the requirement is
Ambiguity Vagueness fulfilled or not. E.g.: The System
shall be easy as possible.

3 THE PROPOSED ARCHITECTURE OF OUR TOOL

We will develop an automated system to detect and resolve ambiguities from full text documents. The system
architecture is shown in Figure 1. The initial input is a complete requirement text. The output is unambiguous

requirement texts.
~ 7

Unambiguous
Requirement
Texts

Text
Preprocessing

Ambiguity
Detection

Ambiguity
Resolving

Requirement
Texts

Figure 1: System Architecture

The system consists of three major functional process modules
(a) The Text Preprocessing Module
The input requirements document is split into separate sentences using an established sentence boundary detector. The
individual sentences are then passed to Tokenizer, the Tagger which identifies the individual words’ part of speech, and
marks phrase boundaries and the finally syntactic parser.

117



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016

(b) The Ambiguity Detection Module

ESOLEC"2016

This module would apply a set of ambiguity measures to a RS in order to identify potentially ambiguous sentences in
the requirement specification. The main goals for the tool for identifying and measuring ambiguities in natural language
requirement specifications are: to identify which sentences in a natural language requirement specification are

ambiguous and, for each ambiguous sentence, identify the ambiguity word in the sentence.

(c) The Ambiguity Resolving Module

Finally, this section focuses in removing the ambiguity. For each ambiguous sentence, remove the ambiguity from the
sentence automatically as the final step using resolve rules, and thus improve the natural language requirement

specification.

3.1 The Text Preprocessing Module

The Text preprocessing module consists of four stages as shown in figure 2.
e Sentence splitter: the sentence splitter separates each sentence from the input string and returns a list of strings.
e Tokenizer: the tokenizer takes each sentence as an input and splits them into tokens such as numbers, words and

punctuation.

e Parts of speech (POS tagger): It is used to perform the process of marking up the words in a text as corresponding

to a particular part of speech.

e Syntactic parser: sequences of words are transformed into structures that indicate how the sentence’s units relate to
each other. This step helps us in identifying the main parts in a given sentence such as object, subject, verb...etc.

Sentence
Splitting

Tokenization

POS Tagging

Parsing

yi

Requirement
Texts

Figure 2: Text Preprocessing Module

E.g.:"The system provides maximum output."

After POS Tagging

““The/DT system/NN provides/VBZ maximum/JJ output/NN ./.” ”
The text is syntactically analyzed and a parse tree is produced for further semantic analysis. Figure 3 shows the generated
parse tree of the above example. Parse tree is the output of the text preprocessing module.
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3.2 The Ambiguity Detection Module
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Figure 3: Parse Tree

|
L

i

output

Parse Tree

This module could apply a several ambiguity measures to a requirement specification to recognize possibly ambiguous
sentences in the requirement specification. The core goals for this tool for detecting and measuring ambiguities in
natural language requirement specification are: to detect which sentences in a natural language requirement
specification are ambiguous and, for each ambiguous sentence, identify the ambiguity word in the sentence. The
Ambiguity Detection Module architecture is shown in Figure 4.
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Figure 4: Ambiguity Detection Module

Corpus is the main element of ambiguity detection. Ambiguous words that result in misinterpreted requirements are analyzed
and stored into the corpus. The major aim of this process is to check and validate whether the data which is a part of Software
Requirements Specification document is ambiguous or not.

i. Identify Referential Ambiguity
The Referential corpus contains the possible ambiguity indicators: 1, it, its, itself, he, she, her, hers, herself, him, himself, his,
me, mine, most, my, myself, that, their, theirs, them, themselves, these, they, you, your, yours, yourself, and yourselves,
anyone, anybody, anything, everyone, everybody, everything, nobody, none, no one, nothing, our, ours, ourselves, someone,
somebody, something, this, those, us, we, what, whatever, which, whichever, who, whoever, whom, whomever, whose, and
whosever.

ii. Identify Coordination Ambiguity
The Coordination corpus contains the possible ambiguity indicators: and, and/or, or, but, unless, if then, if and only if, and
also.

iii. identify Scope Ambiguity
The Scope corpus contains the possible ambiguity indicators: a, all, any, few, little, several, many, much, each, not, and
some.

iv. Identify Vague

The Vague corpus contains the possible ambiguity indicators: /, <>, (), [ ], { }, ;, ?, !, adaptability, additionally, adequate,
aggregate, also, ancillary, arbitrary, appropriate, as appropriate, available, as far as, at last, as few as possible, as little as
possible, as many as possible, as much as possible, as required, as well as, bad, both, but, but also, but not limited to, capable
of, capable to, capability of, capability, common, correctly, consistent, contemporary, convenient, credible, custom,
customary, default, definable, easily, easy, effective, efficient, episodic, equitable, equitably, eventually, exist, exists,
expeditiously, fast, fair, fairly, finally, frequently, full, general, generic, good, high-level, impartially, infrequently,
insignificant, intermediate, interactive, in terms of, less, lightweight, logical, low-level, maximum, minimum, more,
mutually-agreed, mutually-exclusive, mutually-inclusive, near, necessary, neutral, not only, only, on the fly, particular,
physical, powerful, practical, prompt, provided, quickly, random, recent, regardless of, relevant, respective, robust, routine,
sufficiently, sequential, significant, simple, specific, strong, there, there is, transient, transparent, timely, undefinable,
understandable, unless, unnecessary, useful, various, and varying [10].

Algorithm for Ambiguity Detection

Ambiguity Detection works on following algorithm. This algorithm is used to classify the ambiguities as Lexical, Syntactic
or Syntax ambiguity. The steps of the algorithm are shown in algorithm 1:-
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Step-1: Read corpus of ambiguous words from a text file, and store it in data store named as "s".

Step-2: Read the software requirement specification document line by line.

Step-3: For each line, match all words against the corpus. If word/words are matched then store the sentence in another data
store named as "d". Continue this step for each line of SRS, till the end of software requirement specification document is
reached.

Step-4: Classifies the sentences into Lexical, Syntactic or Syntax ambiguities, depending upon the types of ambiguous
words/phrases.

Step-5: Calculate the percentage of ambiguities.

Algorithm 1 Ambiguity Detection Algorithm

3.3 The Ambiguity Resolving Module

Finally, this section focuses in resolving the ambiguity. For each ambiguous sentence, resolve the ambiguity from the
sentence automatically as the final step using resolve rules, and thus improve the NL RS. The Ambiguity Resolving Module
architecture is shown in Figure 5.

Ambiguity
Words
Requirement ;
Texts > Resobl. ing L 5
Algorithm
Unambiguous
Requirement
Texts
Resolving
Rules

Figure S The Ambiguity Resolving Module

In this part we describe a resolving ambiguity approach using disambiguation rules for ambiguous word. Our approach
resolves ambiguities by common rules; TABLE II shows some rules for some individual ambiguous words.
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TABLE II RESOLVING RULES
Rule Example Ambiguity
Type
Rule 1: when sentence containing E: The system should give prompt respond to all user inputs. Vague
vague adjective such as prompt, E.1: The system shall give within 1 second respond to each user input.
fast, routine, replace with specific | E: The System is responsible for routine processing of the data.
time. E.1: The System is responsible for daily processing of the data.
Rule 2: when sentence containing E: The system should print reports for both users and clients. Vague
both, split it to two sentences. E.1: The system should print inventory report for users.
E.2: The system should print inventory reports for clients.
Rule 3: when sentence containing E: A reward system must be established not only for the individuals, but also for Vague
not only, but also, as well as, split | organizations and teams of employees.
it to two sentences. E.1: A reward system must be established for the each individual.
E.2: A reward system must be established for each organization.
E.3: A reward system must be established for each team of employees.
E: The system shall process data received from users and clients as well as to
produce a standard report on it.
E.1: The system shall process data received from each user and each client and to
produce a standard report on it.
E.1.1: The system shall process data received from each user and each client.
E.1.2: The system shall produce a standard report on it.
Rule 4: when sentence containing E: When a client makes a request, the server must eventually receive data. Vague
eventually, at last, finally, replace | E.1: When a client makes a request, the server must receive data no later than 24
with specific time. hours.
E: The System shall finally be able to receive data from mirrored sites.
E.1: The System shall be able to receive data from mirrored sites no later than 24
hours after completion of processing.
Rule 5: when sentence containing E: The system shall return minimum results to the user. Vague
maximum or minimum, replace E.1: The system shall return at least 1 search result to the user.
with specific number.
Rule 6: when sentence containing E: Simulated output should accommodate as many events as possible. Vague
as much as possible, as many as E.1: Simulated output shall accommodate at least Second Level Event.
possible, as little as possible, or
as few as possible, replace with
specific unit.
Rule 7: when sentence containing E: Unless the user has the administrator’s authorization, the user will not be able to Vague
unless, replace with if not. access the database.
E.1: If the database user does not have the administrator’s authorization, the
database user shall not be able to access the database.
E: The system will display registration alert unless the user has registered.
E.l1: The system shall display registration alert if the authorized user has not
registered.
Rule 8: when sentence containing E: The Cask Loader software shall provide not only cask loading tracking support, | Coordination
But, split it to two sentences. but optimization of heat loading. Ambiguity
E.1: The Cask Loader software shall provide cask loading tracking support.
E.2: The Cask Loader software shall provide optimization of heat loading.
Rule 9: when sentence containing E: An authorized user shall have the ability to edit and/or void a log entry. Coordination
and/or, split it to two sentences. E.1: An authorized user shall have the ability to edit a log entry. Ambiguity
E.2: An authorized user shall have the ability to void a log entry.
E: Avoid stop or start message.
E.1: Avoid stop message.
E.2: Avoid start message.
Rule 10: when sentence containing | E: The operator log will record all warning messages prompted by the system. Scope
all, any, some, many, few, or E.1: The operator log will record each warning message prompted by the system. Ambiguity

several replace with each.
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4 Case Study

Elevator Case Study
To show how the presented modules work, its tasks are going to be applied on a real example "Elevator case study". Our

input is software requirement specification in natural language as shown in figure 6.

"You are to create a program that allows a user to issue a set of elevator requests. A request contains
the floor at which the request is made and also the floor to which the user wants to go. When the user
presses the “GO” button in the graphic view, the elevator fast processes the requests that have been
entered via it. The elevator scheduling algorithm examines all current requests to determine the next

floor and direction. When a new request is added, the algorithm should recalculate the next floor and

direction”.

Figure 6: Software Requirement Specifications

The input requirements document is split into separate sentences. The individual sentences are then passed to Tokenizer, the
Tagger which identifies the individual words’ part of speech, and marks phrase boundaries and the finally syntactic parser.
The output of Text Preprocessing Module is shown in figure 7, figure 8, figure 9, figure 10 and figure 11.
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Figure 7: Parsing
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Figure 11: Parsing

In Ambiguity Detection Module detect which sentences in a natural language requirement specification are ambiguous
and, for each ambiguous sentence, identify the ambiguity word in the sentence. The output of Ambiguity Detection
Module is shown in figure 12.

Which Referential Ambiguity
It Referential Ambiguity
And Coordination Ambiguity
And also Coordination Ambiguity
Fast Vague

All Scope Ambiguity
Should Weak

Figure 12: Ambiguity Detection Module Output

In Ambiguity Resolve Module resolve the ambiguity. Resolve the ambiguity word "And" according to rule 9. Resolve
the ambiguity word "Should" according to rule. Resolve the ambiguity word "And also" according to rule 3. Resolve the
ambiguity word "It" according to rule. Resolve the ambiguity word "Fast" according to rule 1.and Resolve the
ambiguity word "All" according to rule 10.

The output of Ambiguity Detection Module is Unambiguous requirement specification as shown in figure 13.

"You are to create a program that allows a user to issue a set of elevator requests. A request contains
the floor at which the request is made. A request contains the floor to which the user wants to go.
When the user presses the “GO™ button in the graphic view, the elevator processes the requests that
have been entered via the view within 1 second. The elevator scheduling algorithm examines each
current request to determine the next floor. The elevator scheduling algorithm examines each current
request to determine the direction. When a new request is added, the algorithm shall recalculate the

next floor. When a new request is added, the algorithm shall recalculate the direction".

Figure 13: Unambiguous Software Requirement Specifications

4 CONCLUSIONS

One of the most essential stages of software development is requirement gathering. Rest of the project depends on this step
i.e. how requirements are understood, collected and described. If requirements are not correctly understood, or software
requirements specification is not correctly designed, then the result will be ambiguous software requirements specification
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document. Ambiguities in software requirements specification presents conflicts in the software project, as different
interpretations can be stated by team members while understanding requirements, which finally affect the quality of system
to be develop. One way to resolve this problem is to detect and resolve ambiguities early, in the requirement analysis stage.
So our tool is designed that finds ambiguities in software requirements specification document and resolve it. The future
work, our tool will extract the object oriented information from software specification requirements such as classes, instances
and their respective attributes, operations, associations, aggregations, and generalizations to enhance the text analysis process
to generate UML diagrams like use-case, activity diagram, collaboration diagram and sequence diagram.
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Abstract—Nowadays digital communications are considered everything in our daily dealings. Audio telecommunications are
one of the principal forms of digital data communications that play a vital role in our life. Often, the communicated audio data
via the involved networks have a level of privacy and secrecy. Audio data’s confidentiality must be attained to fulfill the
objectives of privacy and secrecy. In this paper, we introduce a new cryptosystem to achieve the task of preserving the audio
data’s confidentiality thoroughly. The proposed cryptosystem is based on both the Data Encryption Standard (DES) and the
Elliptic Curve Cryptography (ECC). DES algorithm was a prevalent technique that was withdrawn in 2000 according to its
weakness against the brute-force attack. In this paper, we revive DES using the art of the ECC, which is the youngest member
of the public-key family. We eliminate DES’s weakness and bring it as a very robust cryptosystem. We apply our proposed
technique to secure the audio data via any network. We conduct comprehensive statistical analyses to assess our technique.
The obtained analyses’ results are very motivating and promising.

1 INTRODUCTION

Information security is the concerned discipline to secure the communicated digital data via networks against all the
prospective security threats. These security threats are the potential security attacks which always try to utilize and
exploit the communicated digital data either actively or passively [1]. There are many security mechanisms that were
introduced to fulfill the requirements of many of security services and to provide a kind of fortification to the
communicated data against a variety of security attacks [1]. Any security mechanism is implemented by applying a
reversible algorithm for both modifying the transmitted data and revealing it on the reception. Cryptography is the
security mechanism that is required to provide the needed data confidentiality service to conceal the communicated data
from any attacker [2]. One of the most known cryptographic systems (cryptosystems) is the Data Encryption Standard
(DES). DES was proposed in 1977 and was the first approved and announced algorithm by the US government [3]. DES
is categorized as a symmetric-key cryptosystem, where the secret key of the encryption and decryption processes is the
same [3]. DES’s structure depended on the FEISTEL structure [4], which is known as the product cipher structure.
From its first emergence as a standard, DES algorithm was a controversial topic according to some obscured criteria of
its structure [5]. Although all the demonstrated disputes about DES’s internal structure, DES shows high level of
immunity against both differential and linear attacks [5]. The brute-force attack was the only way that brought DES as
insecure algorithm. In essence, the brute-force attack is the repetitive trials of every possible key in the key space of any
algorithm until one trial hits the correct secret key. In 1999, DES was withdrawn by National Institute of Standards and
Technology (NIST) and approved as an insecure cryptosystem [6]. Nevertheless, DES still appears in many
cryptosystems. Triple-DES is the successor of DES, which involves applying DES three times in a row to enlarge the key
space of the classic DES three times its size. In addition, the FEISTEL structure, which is the cornerstone of the DES’s
structure, influences many modern cryptosystems. Accordingly, DES, as a structure, is not ended and still around.

Elliptic Curve Cryptography (ECC) is a public-key cryptosystem that depend on the mathematical model of the
Elliptic Curve (EC) equation [7]. ECC was first introduced in 1980s as the newest member of the public-key family after
the key factorization problem members like RSA[8] [9]. ECC shows an impressive performance and a high immunity
against the brute-force attack. ECC requires more difficult arithmetic operation than any other public key model. NIST
have proposed 10 securely certified ECs to be embodied in any type of applications, either hardware or software [10].

This paper aims to enhance the security of classical DES by overcoming its vulnerability against the brute-force

attack. We also use the ECC to eliminate the disadvantage of secret key generation and distribution which is
accompanied with any symmetric-key cryptosystem. As an application to our proposed technique, we simulate a
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communication session between two entities via network to send and receive an audio data file securely. We conduct
comprehensive statistical analyses to assess our proposal thoroughly. The results are very motivating and promising.

2 DATA ENCRYPTION STANDARD

DES is categorized as a symmetric-key (block cipher) algorithm, i.e. the same secret key is used in both encryption
and decryption processes. DES deals with the digital data as blocks of bits, each is 64-bit long block [11]. DES comprises
16 identical steps, which are called rounds. The secret key of the DES algorithm is 56-bit key. DES transforms the input
plaintext to the output ciphertext using this secret key [11]. Each round of the 16 rounds of DES is fed with a 48-bit
different subkey. All the 16 subkeys are generated from the main secret key. The process responsible for producing all
the subkeys is called the key schedule process. DES’s decryption process is identical to the encryption one except that the
16 subkeys are applied in reverse order. Fig. 1 shows the internal structure of DES, which is a FEISTEL structure [11].
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Figure 1: DES’s inside structure [11]

A. The involved operations in each DES’s round

DES algorithm consists of three stages, the initial permutation (IP), the rounds’ operation, and the final permutation
(IP"). Fig. 1 depicts all of these stages. The IP permutes (shuffles) the input 64-bit plaintext in a determined manner [11].
After the IP stage, the data’s block is split to 32-bit halves, Ro (right half) and Lo (left half). In the rounds’ stage, each
round does the same task as its previous round. For the first round, Roand the round’s subkey k; are fed to the f block.
Also, Ry is passed directly to the next round’s left half as in Fig. 1. The output of the f block is then XORed with Lo and
the result is passed to the next round’s right half. For the second round, the same operation holds. The operation of any of
DES’s rounds can be expressed mathematically as:

Ly =R (1)

Ri=Li_1® f(Ri_1, ky) 2

After the 16" round, the output halves are swapped and then are fed to the final stage, IP-!. IP"! operation is just the direct
inverse of the IP operation. After the IP-! operation, the output ciphertext of the DES algorithm is obtained [11].

B. DES’s key schedule process

The key schedule process of DES has the responsibility to generate and deliver the concerned subkeys to their
respective rounds. The key schedule process incorporates both permutation and rotation processes. Fig. 2 Shows the
internal structure of the DES’s key schedule process. The input secret key (64 bits) is entered to the permutation choise-1
(PC-1) block, which permutes the secret key and discards the extra added 8 bits (they are used as parity bits to check the
main 56-bit key) [11]. After that, the output of PC-1 is split to two halves. For each round, the input two halves are left
rotated with a certain number of bits correspond to the concerned round. After each rotation process, the output goes
through the permutation choise-2 (PC-2) block. PC-2 block permutes the input bits and outputs 48-bit key to be entered
to the respective rounds’ operation.
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Figure 2: The internal structure of DES’s key schedule process [11]

3 ELLIPTIC CURVE CRYPTOGRAPHY (ECC)

ECC is a public-key cryptosystem that was introduced in 1980s by Victor Miller and Neal Kobiltz [8] [9]. ECC is
based on the mathematical model of the Elliptic Curve (EC) over the real number. For the cryptographic use, the EC is
defined over a finite group or the finite setZp [7]. The EC is defined by all points that fulfill (3) accompanied with the
imaginary point of infinityQalong the y-axis [7]:

y2=x3+ax+b mod p (3)
where a and b are constants, p is the prime order of the finite set Zpand it must be greater than 3[7] [12]. There is a
condition for any EC to be utilized cryptographically that it must not have any vertices or singularities [7] [12]. This is
achieved if (4) is satisfied.

4.a34+27.b%>#0 mod p 4)

If the previous conditions are valid, then the EC can be employed in a cryptosystem [7] [12].

To construct a cryptosystem over a finite set Zp, a group operation must be defined over the concerned set [12]. Point
addition is the defined group operation over the EC. Point addition over the EC is a unique operation and unlike the
ordinary algebraic addition. If there are a point P = (x;,y;) and a point Q = (x,,y,) on the curve, then the result of
adding P + Q is the point R = P + Q = (x3,y3) and R is also on the curve [7]. By adding the point this way, the finite
group is constructed [12].

A. The discrete logarithm problem (DLP) over the ECs

Any cryptographic algorithm must have a one-way intractable arithmetic problem, which is easy from one side and
very impossible from the other one. The arithmetic problem over the EC is categorized as DLP [7]. This problem is
called Elliptic Curve Discrete Logarithm Problem (ECDLP) [7] [12].

For any EC, there are domain parameters that are publicly known to everyone even the attacker. One of these
parameters is the base point P that can generate all the points on the curve. The group cardinality #E is the total number
of the points on the curve. If there is a point T that equals a defined number of addition of P to itself, say X times of
addition [7]. The ECDLP from the attacker perspective is to find the integer X (where 1 < x < #E) given P, T, and the
prime p using the equation:

x =logpT mod p 5)

The ECDLP is very difficult to solve and it will be considerably intractable if #E is large enough.
NIST have proposed standard ECs to work with in any application [10]. The NIST’s curves are cryptographically
tested and accredited. In this paper we employ the P-192 curve in our approach to enhance the DES security. The domain

parameters of the P-192 curve are shown in Table I, each item of these parameters is 192-bit long. The implementation of
the P-192 curve requires two levels of arithmetic, the EC’s operations and the finite field operations [13] [14].
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TABLE I
P-192 DOMAIN PARAMETERS
Parameter Value

p 6277101735386680763835789423207666416083908700390324961279

a 6277101735386680763835789423207666416083908700390324961276

b 2455155546008943817740293915197451784769108058161191238065
P (the base point) xp= 602046282375688656758213480587526111916698976636884684818
yp= 174050332293622031404857552280219410364023488927386650641

#E (group cardinality) 6277101735386680763835789423176059013767194773182842284081

B. The employment of the ECC in our approach

In this paper, we implement the ECC by utilizing the well-known algorithm for sharing the secret key, Diffie-Hellman
Key Exchange (DHKE) algorithm [7]. When using the ECs with the DHKE algorithm, the resulted algorithm is known as
Elliptic Curve Diffie-Hellman Key Exchange (ECDHKE) algorithm. The operation of the algorithm is depicted in Fig. 3.
The two involved entities in the communication session choose an integer A, and B respectively, each is less than #E.
Then each participant applies the point multiplication process [7] to generate their public key. After that, each entity
shares its public key with the other one. Then, another point multiplication process is applied on the received public key
to generate the joint secret Tas, which can be utilized as the secret key of any cryptosystem [7]. Using this way, we have
generated and distributed the secret key for DES securely. In addition, we have eliminated the disadvantage of sharing
the secret key for a symmetric-key cryptosystem, like DES, via trusted secure channel. The used communication channel
is assumed to be authenticated before the ECDHKE application to avoid the masquerade attacks [15].

Alice Bob

choose by =a < {23, #E—1} choose kpg =H <= {2.3..._, #E—1}
COMPULE Kpgpg = 4P =A = (X, ¥4) compute kppy = 0P =B =(xg.vg)
\
B
compute aB = Tyg compute hA = Tyy

Joint secret between Alice and Bob: Tyg = (tag. vag).

Figure 3: ECDHKE algorithm operation [7]

4  THE PROPOSED APPROACH TO SECURE AUDIO DATA

From the previously described DES’s key schedule process, each round requires 48-bit subkey. Since, there are 16
rounds, so that DES’s operation requires 16 48-bit subkeys, which is a total of 768 bits. In our approach, we replace the
ordinary DES’s key schedule process with the ECC by using ECDHKE algorithm with P-192 as follows:

a. In the initialization of any communication session between two entities, each entity gets the joint secret Tas
as it is previously explained.
Thas is just a point on the EC, which incorporates X and y coordinates of 192 bits each.

c. Each entity calculates the point 2Tag that is the double of Tas, the result obtained must be the same for each
entity.
Now each entity has two points with X and y coordinates of 192 bits each, so that a total of 768 bits.

e. After that each entity concatenates the binary representation of these coordinates and then reshapes it to
16x48 matrix.

f.  The obtained matrix represent the required subkeys for the DES’s operation, where each row of the matrix
acts as a round’s subkey.

After the initialization, the two entities are ready to share data securely. We apply our implementation on sending and
receiving audio data securely. All the implementations are done using the MATLAB® and the SIMULINK ®software. We
conduct the experimental analyses to assess our proposed approach thoroughly.

5 THE STATISTICAL ANALYSES AND RESULTS

A. Histogram analysis

Histogram analysis is used to show how the encrypted data appear as unintelligible and obscure data to the attacker.
The histogram plot of the encrypted data must be almost uniform to ensure the infeasibility of the statistical attack. The
histogram plots of the original, encrypted, and decrypted audio data are shown in Fig. 4, respectively. From Fig. 4, it is
very obvious that there is no loss of data between the original and decrypted data. In addition, the encrypted data are
fairly uniform and so the statistical attacks are infeasible.
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a: The original data histogram b: The Encrypted data histogram c: The decrypted data histogram
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Figure 4: The histogram analysis

B. Amplitude analysis

The amplitude analysis is the plot of the amplitudes of the audio data samples versus time for the original, decrypted
and encrypted audio data. For a good cryptosystem, the encrypted amplitudes must be almost uniform, so that it
represents nothing than noise [16]. Fig. 5 shows the amplitudes of the original, encrypted, and decrypted data
respectively. It is clear that the encrypted data resembles noise, thus the attacker cannot reconstruct or guess the original
data from it. In addition, the original and the decrypted data are very identical, i.e. there is not data loss.

per- : e : Lo
a: The original data amplitude b: The encrypted data amplitude c: The decrypted data amplitude
Figure 5: The amplitude analysis

C. The power spectrum analysis

The power spectrum analysis is an observation of the audio data magnitudes in the frequency domain. From the
attacker’s perspective, it could be attainable to construct the audio data if the frequency domain’s data magnitudes are
intelligible [17]. Fig. 6 depicts the frequency domain’s data magnitudes of the original, encrypted, and decrypted data
respectively. It is clear that the encrypted data’s magnitudes resemble noise, thus the attacker cannot reconstruct or
predict the original data from it. In addition, the original and the decrypted data are very identical, i.e. the decryption
process reconstructs the original data identically.

a: The original data magnitudes b: The encrypted data magnitudes c: The decrypted data magnitudes

Figure 6: The power spectrum analysis

6  SIGNAL TO NOISE RATIO (SNR) ANALYSIS

This analysis is used as a measurement to detect how much the original data are embedded in the encrypted data. The
smaller the value of the SNR, the more different the encrypted data with respect to the original data [18]. The SNR is
calculated according to the equation:

SNR = 10.1o _ T (dB) ©

0G0 fea [ — yil?
where X and y are the original and the encrypted data samples’ vectors respectively. L is the length of the samples vector
for either the original or the encrypted data. The smaller the value of the SNR, the more different the encrypted and the
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original data. The desired value of the SNR is in the negative region. The calculated SNR of our case here is -9.86 dB.
Accordingly, the original data are undistinguishable from the encrypted data.

7 KEY SPACE ANALYSIS

This analysis is the most important analysis, since it deals with weak point of the DES. DES’s key space is actually 56
bits. Our proposed algorithm’s key space is 768 bits. According to the mutual independence of the generated 768 bits
from each other, the actual key space of our approach is27%8 = 15.53x1023°, which is huge enough in comparison to the
classical DES’s key (2°°) [19]. Correspondingly, the brute-force attack is highly infeasible and our proposed
cryptosystem is very robust against it.

8 CONCLUSIONS

In this paper, we have proposed a new cryptosystem that is based on merging of the classical DES and the art of the
ECC. We have applied our approach on securing audio data communication between two entities by generating and
distributing the secret key then sending encrypted audio data and decrypting it on the reception. We have conducted
experimental analyses to judge our algorithm. The results show that the encrypted data have a good histogram and time
series amplitudes. In addition, the power spectrum present that the frequency attacks are unachievable. The SNR analysis
shows that the encrypted audio data is almost totally different from the original audio data. The key space of our new
cryptosystem is substantially very wide comparing with its DES’s counterpart and so that the brute-force attack is
infeasible. As a conclusion, we have provided a new technique that can bring the classical DES to live again. The new
DES is very robust against many kinds of attacks like the statistical attacks, the frequency attacks, and the brute-force
attack.
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Abstract—In this paper, an encryption approach for Speech communication based on direct chaotic modulation (non-
autonomous modulation) is presented, in which speech signal (S,,,) is injected into one variable of the master system (using
Lorenz system) without changing the value of any control parameter. This approach is based on the change of chaotic signal by
injecting Speech samples into one variable in chaotic system and hence generating a new chaotic signal. The Speech signal is
then extracted from the chaotic signal in the receiver side. Furthermore, a high dimension chaotic system is used, which
increases the security of the encrypted signal. Non-autonomous modulation technique is suitable for securing real-time
applications. A comparative study of approach and Speech masking technique is also presented. Experimental results show
that modifying chaotic approaches increases the security of the encryption system.

Keywords: Encryption, Speech encryption, Chaotic Modulation, Non-autonomous modulation, Lorenz system.

1 INTRODUCTION

The Speech communication is in close relation with daily life, such as education, commerce, politics, e-learning and
news telecasting. With the advancement of modern telecommunication and multimedia technologies, Modern Speech
communication systems demand a huge amount of information to be exchanged across Social Networks and the Internet
every day so the need for encryption and security has increased. The conventional cryptographic techniques may be
efficient for the text data; however, they are unsuitable to the bulk data capacity. One of the techniques that provides fast
and highly secure encryption methods is chaos-based techniques.

Continuous cryptographic systems have been developed which use the synchronization between the transmitter and
receiver to retrieve data transmitted through an insecure medium. The first generation of these systems is masking. A
Speech masking technique based on Lorenz System is presented in [1, 2] which uses Lorenz equation to generate Chaotic
Signals, these signals are used as a base carrier signal on which the information signal is modulated at the transmitter
side. The information signal is then recovered at the receiver side. The method of masking has been shown to be insecure
as there are various cryptanalysis methods [3] that make it possible to estimate the sender dynamics and decoding of the
message signal.

The second generation is the parameter and non-autonomous modulation techniques. Non-autonomous techniques were
developed to overcome the chaotic parameter modulation break, which includes the return map, and adaptive observer
[4]. Non-autonomous modulation is considered to be more secure than parameter modulation.

The main goal of this paper is proposing a Speech encryption system that provides users with a high degree of confidence
and key sensitivity, and preserving a good quality of the reconstructed speech signal by chaotic maps. In section 2, we
discuss Chaos-based cryptography systems are discussed. In Section 3, a speech masking technique based on Lorenz
System is presented. In Section 4, the proposed encryption approach is presented. The results of applying our proposed
approach are shown in Section 5. Finally, our work is concluded in section 6.

2 CHAOTIC SYSTEM
Chaos theory was originally developed by mathematicians and physicists. The theory deals with the behaviors of
nonlinear dynamic systems. Chaos theory has desirable features, such as deterministic, nonlinear, irregular, long-term
prediction, and sensitivity to initial conditions. Therefore, and based on chaos theory features, the security research
community adopts chaos theory in modern cryptography. A function that possesses a kind of chaotic behavior is defined
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as a chaotic function or map. In the following subsections, we discuss one types of chaotic systems (which we used to
implement our proposed system), namely, Lorenz system.

Lorenz system can be described with three dimensions as shown in equations (1, 2 and 3).
X(t) = o(¥(t) - X(1))
Y()=rX(®) —X@)Z() - Y(t)
z(t) = XY () —pY(®)

(M
@)
3)

where X(t),Y(t),Z(t) are the Lorenz chaotic variables, X(0),Y(0),Z(0) are initial conditions, and o,7 and p are
positive constants with r > 24.74. Figure 1 shows a 3D figure of Lorenz chaotic system.

Lorenz system

Z(1)

Y()

X(t)

Figure 1. The 3D figure of Lorenz chaotic system

3 A SPEECH MASKING TECHNIQUE BASED ON LORENZ SYSTEM

The block diagram of the designed chaotic masking scheme is shown in Figure 2. The speech signal S,, is added to the
Lorenz chaotic generator signalX,, which also acts as a driving signal for synchronization as will be explained later
(Pecora-Carroll Synchronization). The speech signal is precisely recovered at the receiver by the subtraction of the
receiver's regenerated drive signal from the received signal [1, 2].

Speech
TX Sn RX
i AL
Xm =\U Xs :\ >
Yo > ¥
Zm =P Zs

Figure 2. Chaotic masking and recovery information based on Lorenz system.

Here, we implement the master subsystem using equations (4, 5, and 6) related to Lorenz equations (1, 2, and 3). We

note that S, is the input Speech sample.

X = F(X0, Yo, Zo) + Sy,

Ym = G(Xu, Yu, Zu)

The slave subsystem uses Lorenz equations (7, 8, 9, and 10) to decrypt the encrypted signal.

Zm = WXy, Yu, Zy)

Xs =F(Xs, Y5, Z5)
Ys =G Y, Zs)
Zs = W(XM'_YS'ZS)

So = Xy — X
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4 THE PROPOSED CRYPTOSYSTEM

The proposed cryptosystem is shown in Figure 3. The samples of Speech signal S,, are injected into the chaotic generator
(master system) which also acts as a driving signal for synchronization. The Speech signal is precisely recovered at the
receiver side (slave system) by the subtraction of the receiver's regenerated drive signal from the received signal [4]. We
implement our proposed system using Lorenz system.

X RX
Speech v S
Sn > X, Xs ><> >
Yo —» Vs
Zm —> Zg

Figure 3. The proposed Cryptosystem

Here, the master subsystem is implemented using equations (11, 12, and 13) related to Lorenz equations (1, 2, and 3). It
is to be noted that S, is the input Speech sample, it is clear that S,, is now a parameter of function F.

X = F((Xu + 52), Yur, Zu) (11)
Y;m =G(Xm, Y, Zu) (12)
Zym =W Xy, Yu, Zy) (13)
The slave subsystem uses Lorenz equations (14, 15, 16, and 17) to decrypt the encrypted signal.
):(s =F(Xs, Y5, Z5) (14)
Y;s =G(Xy, Y5, Z5) (15)
Zs = W(XM'_YS'ZS) (16)
So = Xu — Xs (17)

e Pecora-Carroll (PC) Synchronization

In order to receive the Speech signal sample successfully, chaotic signals on both Transmitter (Master) and Receiver
(Slave) must be synchronized, one of the efficient synchronization schemes that can be used is Pecora-Carroll (PC)
Synchronization [5]. In this scheme, a driving signal is sent from the chaotic generator at the transmitter, to the chaotic
generator at the receiver. At the receiver, state error vectors which describe the difference between the encryption and
decryption state variables are constructed (equations 18, 19, 20). Figure 4 shows the block diagram of the mechanism of
PC synchronization of Lorenz map.

Kom
Xin = —Yin = Zm Drive Xs=—¥ -2
Signal
Y = X + AY,y, Yg = Xin + AY,
Zm =B+ Zn(Xm =€) g Zs =B+ Z;(Xm =€)

Figure 4. PC synchronization of Lorenz system

State error vectors (synchronization error) which describe the difference between the master and slave state variables are
constructed. Equations (24, 25 and 26) show that the variables ey, e,, and e, represent the synchronization error of X, Y,
and Z, respectively, in our proposed system using Lorenz equations. Figure 5 shows this synchronization error.

ex = Xy — X (18)
ey =Yy—Y; (19)
e, = Zy—Zs (20)

It has been shown that with the aid of the driving signal these states errors can be reduced to zero after a certain amount
of time as shown in Figure 5.
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The synchronization error
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Figure 5. The synchronization error of (X, YandZ) in the proposed system using Lorenz system.

5 EXPERIMENTAL RESULTS AND ANALYSIS

In section 4, we presented our proposed system, which is implemented using Lorenz system, and the Speech samples,
which are embedded to the chaotic signal to generate a new chaotic signal. The Speech signal is then extracted from the
chaotic signal at the receiver side. Figure 6(a) shows the waveform of the original signal and the waveform of the
encrypted signal for the proposed approach. Figure 6(b) shows the waveform of the received signal and the waveform of
the decrypted signal for the proposed approach. Figure 7 shows the autocorrelation of the proposed approach transmitted
signal. The autocorrelation function used to measure randomness, an ideal random sequence should be uncorrelated.
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Figure 8 shows that, unlike masking X (t)using Lorenz map to the original signal, which makes slight change to the
original signal, embedding voice samples to X (t)using Lorenz map (direct modulation) makes significant changes to the

original signal.
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Figure 8. The effect of injecting Speech samples to Lorenz system
Figure 9 shows the effect of masking Speech samples to X (t)of Lorenz map.
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Figure 9. The effect of masking Speech samples to Lorenz system
In the following subsections, we analyze the results of applying the proposed approach according to different
perspectives. In section (A) we present a comparative study between our proposed Non-autonomous approach and its
chaotic masking counterpart because the results are not similar. In sections (B) and (C) there is no significant difference
between the results of our proposed Non-autonomous approach and its chaotic masking counterpart, therefore we limit

I I
1800 2000

To statistically analyze our results, four different measures [6] are used, Signal-to-Noise-Ratio (SNR), Segmental signal-
to-Noise-Ratio (SNRseg), Log-Likelihood Ratio (LLR), and Correlation Coefficient Analysis (CCA). Tables 1, and 2
show the average result of these measures and chaotic masking based on Lorenz system.

B. Spectrogram Analyses

TABLE 1

STATISTICAL ANALYSES OF SNR, SNRSEG, LLR, AND CCA FOR ENCRYPTED SIGNAL

Approach SNR SNRseg LLR CCA
Proposed 3855dB | -38.91dB | 0.89 0.0345
approach
Masking using | 3551 45 | 358448 | 0.80 0.012
Lorenz map

TABLE 2

STATISTICAL ANALYSES OF SNR, SNRSEG, LLR, AND CCA FOR DECRYPTED SIGNAL

App SNR SNRseg LLR CCA
Proposed 5.01dB 4.99 dB 0.213 0.82
approach

Masking using 275 dB 2.50 dB 0.1 0.8519
Lorenz map

A spectrogram is a powerful tool that divides the Speech sample into multiple "blocks" (in the time domain) then plotting
the Fast Fourier Transform (FFT) of each block and displaying all of them in the same graph [7, 8]. Figure 10 shows the
spectrogram of the original signal frequency versus time and the spectrogram of the encrypted signal frequency versus

time (proposed approach).
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Figure 10. Proposed approach spectrogram (Original signal - encrypted signal)
C. Histogram analysis

Distributions of data values in a system comprise the histogram. Histogram analysis can be made by examining data
distributions in many different fields [9]. In encryption practices, if the distributions of numbers that represent encrypted
data are close, this means that encryption is performing well. The closer the encrypted data distributions are, the higher
their encryption levels. Figure 11 shows the distribution versus sample value (for proposed approach).

.+ Voice Signal Encrypted Voice signal

Distribution
Distribution

-1 -0.5 o] 0.5 1 - -10 0 10 20

Samble Value Samble Value

Figure 11. First proposed approach Histogram (Original signal - encrypted signal).

D. Key Sensitivity and Key Space

Key sensitivity analysis is the most important criteria of the performance analysis of the encryption system. A good
encryption algorithm should be sensitive to the initial condition and key value. Lyapunov exponent (LE) [4] can be used
to evaluate the chaotic system sensitivity to the initial condition. The larger value of Lyapunov exponent value the
chaotic system has the more sensitivity of this system to the initial condition. Figure 12 shows dynamics of Lyapunov of
Lorenz system.

Dynamics of Lyapunov exponents
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Figure 12. Dynamics of Lyapunov exponents of Lorenz map.
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It is well demonstrated that the Lorenz system has two positive Lyapunov exponents and a small negative Lyapunov
exponent [10], that is, the leading positive LE [; of the Lorenz system is equal to 0.9051 and the second positive LE [,
has a value of 8.12*1075, the negative Lyapunov exponent positive LE I; of the Lorenz system equals to -14.5718. The
Lyapunov exponents provide a good indication of how chaotic the Lorenz systems are. Hence, this explains why the
system is very sensitive to initial conditions and more unpredictable than other systems. In our approaches a small
change in parameters leads to different results during the decryption, the data cannot be decrypted without knowing all
parameters because the decryption does not happen in the correct order. The size of the key space defines the total
number of different keys that are used for the encryption / decryption algorithm. It should be large enough to resist the
attack. The key space depends on the initial conditions and the control parameters of chaotic map. In Lorenz map, we use
three initial conditions and three control parameters.

6 CONCLUSIONS

We proposed a new chaotic-based crypto system; this system depends on the change of chaotic signal by injecting
Speech samples into one variable of the master system to generate a new chaotic signal. The dynamics and decoding of
this new chaotic signal is very hard to be estimated, and hence, the proposed system overcomes the disadvantages of
Chaotic Masking and parameter modulation techniques. Non-autonomous modulation approaches were used to
implement the proposed system using Lorenz map. Although Non-autonomous approaches give similar results of
spectrogram, histogram, key sensitivity and key space analysis compared with their chaotic masking counterpart,
experimental results show that Non-autonomous approaches give better performance than their chaotic masking
counterpart when they analyzed against Signal-to-Noise-Ratio, Segmental signal-to-Noise-Ratio, Log-Likelihood Ratio,
and Correlation Coefficient Analysis. The proposed Non-autonomous modulation approach is sensitive to the initial
conditions and control parameters, which means it is difficult to decrypt the encrypted signal correctly if there is a very
small change between encryption and decryption keys.
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Abstract- This research aims to improve accessibility for deaf persons to understand words those written in Arabic language.
The objective is designing and developing a 3D avatar based intelligent tool (Text-to-Sign Translator) that generates signs and
play them. Automated sign to text and vice versa translation systems are vital in a world that shows a continuously increasing
orientation toward removing barriers faced by physically challenged. These translation systems can impact the community
communication between the hearing normal and the hearing impaired (HI) individuals.

Key words: Arabic Sign Language (ArSL),Arabic Sign Language Database, Hearing Impaired (HI) .

1 INTRODUCTION

The term ‘deaf and dumb’ is unfavorable to be used since HI persons suffer in their hearing abilities not their mental
level Schwartz [1]. For many Hearing Impaired (HI) persons, sign language is the main media for communication. The
main issue is that few number of normal hearing persons ever learn to sign. Another problem is that many HI people are
not able to understand a spoken language. These communication issues increase the barrier between HI people and
community. Despite of the public common sense, sign Language is not a unified universal language. Where people
speak a different phonetic language, there is also a different Sign Language. Besides the locality nature issue of sign
languages, Arabic Sign Language (ArSL) is not unified for all Arabian countries. ArSL differs in each Arab region
or/and country with many dialects, this difference causes the difficulty of communicating among HI persons themselves
in different Arabian countries. A need appeared to unify Arabic sign language in all Arabian countries. Lately, standard
ArSL dictionary is accredited and published to Arabian HI community [2, 3]. (CAMSA) Council of Arab Ministers of
Social Affairs made a decision of developing a unified Arab sign language dictionary and publish it to all countries, in an
attempt to help [4]. This dictionary is mostly used in education and in common communication such as sign language
interpreters in TV and media. In Egypt, the estimated number of HI citizens according to the last study done by "Central
Agency for Public Mobilization and Statistics" in 2015 around 4.5 millions. Breaking the barriers between HI
individuals and Normal-Hearing individuals can greatly reduce the problems of frustration, hate and ignorance for HI
persons; it can permit better education, health, etc... for them.

ArSL like other sign languages relies on three main factors these are used to represent the manual features: hand shape,
hand location and orientation. In addition to the non-manual features which are related to head, face, eyes, eyebrows,
shoulders and facial expression like puffed checks and mouth pattern movements. ArSL is limited to represent nouns,
adjectives and verbs, while prepositions and adverbs are represented in the context of articulation by specifying locations,
orientations and movement. Signs forming and sequencing in the articulation, are done depending on the Arabic sign
language grammar and rules. The goal of this work is to build cartoon 3D avatar-based, real-time, efficient, fully
translation system, which translates input Arabic text to the visual Arabic Sign Language. Our review has concluded that
very few research attempts world-wide succeeded to develop practical and public efficient products. None of these
attempts succeeded to develop a practical commercial product to ArSL used by public. In this paper, section 2 shows
related work and section 3 shows the state-of-art. Section 4 proposes the developed system and section 5 draws the
experimental results and discusses the future work.
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It has been reported in 2003 that 80% of deaf people lack education or are undereducated, are illiterate or semi-literate,
the World Federation of Deaf confirmed [5]. Moreover, the average number of HI high school graduate is incapable to
exceed the 4" grade level. Through the use of artificial intelligence ,researchers are trying to develop hardware and
software solutions that will affect positively the way deaf persons communicate and learn. With technology waves
strikes, few research projects tried to develop a bi-way translation system from and to sign language, few of these
addressed ArSL. Furthermore the translational system which translates the written or spoken language to sign language
mainly depend on recording videos for the sign and be saved in a video database, it just retrieves the saved gesture which
corresponds to the input word. The translation system can be considered as a dictionary-retrieval for the text without any
semantic post processing (meaningful translation). The main challenge in sign to text and vice versa translation is to
develop a computational application that can be released over internet and that combines two important features:
efficiency and ease of use.

e Efficiency mainly addresses the quick response time with low bandwidth connection.

e Ease of use concerns with the fullness of user interaction.
Toward building an automated text to sign translators, different approaches were exploited. There are 3 main approaches,
researchers addressed:

e  Writing and Drawing symbols based approach.

e Recorded Videos based Approach.
e A 3D Avatar Animation based approach.
Table 1 illustrates a comparison among the 3approaches.

TABLE 1
THE MAIN APPROACHES
Writing and Drawing Approach Recorded Video Approach 3D Avatar Approach
Explanation - drawing is the first transcription of | -The video based systems -Smooth transitions between signs is
signs. consist in constructing a video | very hard to accomplish.
-Examples of these transcription sequence of frames. -Research into synthesizing is still
systems appeared such as immature.
HamNoSys [6] and SignWriting [7] -Existing systems employ avatars to
although it is very hard to encode synthesize sign language in real
sign Language, Fig 1. time.
Historical -In 1984, The first version of | The Personal Communicator Grieve-Smith, [11]; Krioul et al.
Background HamNoSys was Released [6]. [10], LSF Lexiquel [12]). Using a tool called
-In 1974, SignWriting is proposed eSIGNeditor, Kennaway et al. [13]
by Valerie Sutton for the Center of developed during the eSIGN project.
Sutton Movement Writing [8].
- SignWriting system is now used as
a handwriting edition of sign
language and taught to HI students
in the world [9]
Disadvantages -It's not an efficient approach such -Production of video with high -Requires a pre-developed
that it's not a fully automated sign quality is resource intensive. | Annotation module (transcription).
approach. -changing, deleting or insertion of | -Visualizing sign language in 3D
frames is very difficult. animations is very sophisticated
-Needs another layer for - Errors on sign recording require | process
signs synthesizing re-recording the scene.
-2D video cause that the 3™
dimension information can be
lost.
-High resolution requires high
data storage space.
- changing the signer requires re-
recording the signs.
Advantages Extendible -Easy to develop. -Very efficient retrieval.
-Very human like appearance. -Transitions between signs are
manageable.
-Extendible and adaptable.
Comments -It can be considered as an -It's very suitable for small dataset | -It’s very suitable for E-documents
intermediate transcription layer and word by word translation and sentences translation.
between sign language and spoken
ones rather than an approach.
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The prior research trials in translating Arabic text to ArSL are very rare and disorganized, most of these trials worked
only on translating in word-based mode and did not consider the semantics of the translated sentence .To tackle this
problem, we aim in the proposed system to extend the previous research in this field by appending a higher layer of
semantics during translating Arabic text to ArSL.

Figure 1: A sample of SignWriting representation

3 STATE OF ART

New trends for this challenge include:
e Sign Language Synthesizing and Semantic Web.
e Sign Language Synthesizing and On-Air TV.
e Sign Language Synthesizing and Mobile.

3.1 Sign Language Synthesizing and Semantic Web.

Previous research trials these exploit semantic web technologies to improve the accuracy of text-to-SL translation are
very limited. ATLAS [14] is a research project for automated translation from Italian text to Italian Sign Language. The
translation system communicates with the HI user via 3D avatar cartoon signer: the system input is a text written in
Italian language and translates it into an intermediate designated representation of a sign language sentence called
ATLAS Written Italian Sign Language (AWLIS). ATLAS [15] Linguistic analysis is composed of three main steps:

1) Italian source sentence Syntactic analysis

2) Semantic interpretation

3) target LIS sentence Generation.

The project succeeded to translate only hand gestures but ignored facial expressions and lips movements. In (ArSL),
Ameera et al[16] customized Ontology to translate Arabic text to SignWriting ArSL. They developed a translation
system for a specified field: Religion words.

3.2 Sign Language Synthesizing on Air TV

Sign language translation is not available on almost every current transmitted content on television. However, the great
jump from analogical to digital transmitted television can offer some extra features to traditional television. These
additional features can provide a new level of content’s accessibility for HI individuals, Fig 2.The importance and
viability of sign language on the digital television system was studied on its reference model [17], and achieved impact
level of 2.5 and relevance of 3 points, in a convergence scenario. Digital television systems permit the usage of digital
applications, turning the TV into a more efficient and usable communication device. With digital applications, usability
issues related to the sign language interpreter window can be improved.

144



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016 ESOLEC2016

Figure 2: A sample of TV and sign language synthesizing
3.3 Sign Language Synthesizing and Mobile
Most of sign language applications on mobile are developed to establish a communication between two HI persons.

University of Washington and Cornell University worked together in a project called MobileASL[18] which is a video
compression project aims to make wireless cell phone communication through sign language a reality in the U.S, Fig 3.
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Figure 3: A screenshot for MobileASL application

One famous application in Play Store is Mimix[19], it uses a technology that translates spoken and written words into
sign language with a 3D character. It uses ASL (American Sign Language)based Dictionary as signed English, Fig 4.
Although the importance of mobile-based Sign languages applications, they are very limited due to storage and response
time issues.
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Figure 4: A screenshot for Mimix application
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4 PROPOSED MODEL

The proposed prototype enables an input text to be converted to ArSL animating. The system is composed of sub-
modules, some of them already existand need to be customized (NLP Processing Module) and others will be developed
from scratch (ArSL Transcription Module and ArSL Synthesizer module). Figure 5 illustrates the proposed system
architecture.

ESOLEC"2016
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Figure 5: Proposed system architecture

The proposed system sub-modules each are:

e NLP Processing Module
This includes a customization for ready-made tool that is enabling of analyzing the input Arabic text, dividing the input
phrase and performing lexical, syntactical and semantic analysis.

e ArSL Transcription Module
In ArSL, a sign can be mapped to a corresponding word and also to entire concepts and complex phrases .Finger spelling
is used to spell out proper names and technical terms. It’s hard to ignore the fact that most signs can be viewed as a frame
sequence of hand shapes, location and movement. The transcription module is responsible of generating a computer
standard description of a sign, describing the following:

0 Hand shape.

Facial Expressions.
Body Movements.
Eyes Movements.
Lips movements.

O o0O0oOo

e Sign Synthesizer module
This module employs a chosen cartoon avatar to perform the signs description generated by sign transcription module.
The challenge in building this module is, making the transition between signs is smooth and real like appearance.

4.1 Proposed Sign Language Transcription

One of the noticeable differences between spoken and sign languages is the absence of a formally adopted writing system
for sign languages. There have been some prior trials to originate a writing systems for sign languages, many of these are
based on the seminal work of Stokoe [20] and describe the hand shape, location and articulated movement of a sign.
These systems include the Hamburg Notation System HamNoSys, Hanke [21] and SignWriting, Sutton [22]. Despite the
development of these approaches, they currently fall short of being computationally efficient for Sign Language
Translation. Based on this, we propose customizing the "Annotation system" proposed by Pizzuto [23]. It enjoys both
required properties: it is computationally tractable and it is sufficient to represent all signs necessary details. A study
done by the project team shows that relatively small set of 158 hand shapes (one hand and two hands) generates the
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majority of signs in ArSL.Figure6, illustrates the signs transcriber module which include sub-transcription modules for
hand shape, facial expressions, eyes and body movement.

- N

Hand shape
transcription

Facial Expressions

- transcription
Sign Signs transcription
Language
database

Eves Movement
transcription

Bodv Movement
transcription

N =/

Figure 6: Proposed Sign Transcription Module

The hand shape transcriber is responsible for building the hand shape data which represents most of the geometric
information contained in signs. This data is stored in the hand shape database for use by the sign transcriber. This
approach is an appropriate one since it permits users of the system to generate a hand shape once and reuse it in different
signs making the sign construction process simpler. To create the hand shapes, the transcriber employs a geometric
model of the human hand.

4.2 Proposed Synthesizing Module

Recently, interest in sign language automated interpretation applications has increased substantially with increasing rate.
Such computer applications include sign language dictionaries, teaching tools and various machine translation systems
from text to sign language and vice versa. All these applications need a signing avatar that can perform sign language for
HI persons. There are main differences between normal avatars and signing avatars; normal avatars such as those used in
movie and gaming industries, usually require gross motor movement and computationally expensive collision avoidance
with the environment. While signing avatars require extremely fine motor movements and minimal collision avoidance
modules. Moreover, a signing avatar is required to perform “non-manual” signs which comprises facial movements, such
as lifting of the eyebrows or a slight puffing of the cheeks. These non-manual signs are linguistically meaningful and
essential components of any sign language. All signing avatars must tackle three distinct issues:

e  The avatar appearance.

e  The signs animations.

e The notational interface between the sign description in the dictionary and the commands for the animation of

the sign.

Realistic human avatars are time-consuming to construct, and as in movies and games, even the best avatars appear
somewhat ‘plastic’ to observers. In addition, users who use signing avatars in assistive technology tools for learning sign
language, often have difficulty to pick up subtle facial expressions in human-like avatars. In order to build a generic
signing avatar, we had to design a system that would work on any ‘reasonable’ avatar definition. Usually, the transitions
between the signs should be smooth, a simple and straight forward approach for the smoothness is to have the beginning
and ending of every sign performed in a constant posture. Although this solution offers smooth continuous transitions,
starting and finishing each sign in the same posture is very unnatural. Another computationally expensive approach is to
define transitions between every single pair of possible motions. This solution is very naive and not adaptable for any
modifications or additions for new signs [24]. This approach succeeds in avoiding returning to a required ‘neutral' pose,
but it does not necessarily guarantee natural and rational transitions. In this work, PaT-Nets (Parallel Transition
Networks) [25-27] is proposed to solve the motion blending problems. A PaT-Net is a simultaneously executing finite
state automaton (FSA) in which the nodes are associated with actions and connections between the nodes are associated
with transition conditions.
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5 RESULTS AND DISCUSSION

this work has been applied for 20 different Arabic words and 10 different sentences. The remarkable point is the used
time to generate the hand transcription files decreases with each new sign since the frames start to be repeated. The
system gives the facility to control the avatar speed via considering and ignoring some transcription frames based on
frame rate. This work can be extended in 3 different ways:
e Enabling the user input through voice instead of text, this can be done by adding a speech recognition layer
before signs Synthesizing.
e Generating transcription files using a special human movements sensors such as Microsoft Kinect, Leap motion,
etc... these can capture human body (including hands).
o Extending the signs database to cover the ArSL dictionary.

6 CONCLUSIONS

The In this paper, we described the Arabic text to sign language translator which meets the requirements for an Arabic
sign language users. A main objective of this project is to distribute this tool to wide range of Hearing Impaired users

(i.e. instructors, teachers, students and researchers) though encourage its wide use by different communities. The
proposed system emphasizes the importance of 3D avatar approach for displaying the signs. The proposed system
contains a complete transcription component for signs definition in animation files describe each sign components in
each movement frame. This system could be a step toward a complete multi-lingual translation system among different
sign languages.
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Abstract— In this paper, a system is proposed to prepare a digital or a scanned Quran version for a verification process. The
system handles the skew errors in the scanned image, text extraction from ornamentation, a successful line segmentation for
Arabic scripts, verse pattern detection for different versions, and powerful diacritics classifier. The proposed system has been
tested on different paper Quran versions and gives very promising results.

Keywords: Quran, Surah, Islamic Image Processing, Diacritic Classifier, Tilt Handling, Text Extraction, Line Segmentation,
Verse Detection.

1 INTRODUCTION

Quran is the most preserved book in the mankind history. The steadiness of Quran contents is considered one of the most
important tasks to Muslims, thus they must ensure that any newly published version of Quran has no difference than
version of 1400 years old. In the current technology era, the verification method does not change for a while as it is
accomplished by reviewing committees by checking each holy book character and diacritic, such a process could take at
least 3 months and till now this process could be done only on paper version, many Muslims depend on digital
applications even though in their religious doctrine due to the prevalence of smart phones, tablets and personal
computers. These electronics versions have no ruler as anyone can publish whatever he wants, thus the traditional
method of verification cannot be efficient in Quranic paper versions and cannot be applicable to Quranic digital versions.
The verification process can be done in a semi-automated way using image processing and machine learning techniques
since each Quranic version has its own ornamentation, frame shape and verse patterns which differ from another version.
Pre-processing phase is needed to start any verification process and this phase comprises of five main tasks which pose
the entry image of a qur’anic page to be able to be verified later. Previous work in this field is not quite similar but there
are many authors could help in the preprocessing phase with indirect ways as shown in the next chapter, the main tasks of
pre-processing phase will be explained in the methodology section 3, the results will be shown in section 4, and
conclusion and future work will be discussed in section 5.

2 PREVIOUS WORK

To our knowledge, there is no previous contribution in processing images of the holy Quran, but there are some resources
help indirectly to build the system. Reference [1] shows the tilt back algorithm using Hough transform, while other
authors in [2]suggest handling Arabic scripts tilt error using the detection of the Alif positions and its orientation to tilt
back the script. Text detection can be done using textural based model as discussed in [3]. Reference [4]could help in text
line segmentation process through many algorithms such as projection based methods and smearing methods.

3 METHODOLOGY

Various Quranic versions lead to variation in the number of pages and number of lines, thus neither pages can be
reference nor lines. The reference which never changes from one version to another is the verse, so the objective of this
process is to reach the verse level in the same line without dividing into multiple lines. Verification process could be
accomplished by verifying text itself and its diacritics, the verse is needed to be split up into two categories, the first is
the text which is called main Body and the second is the diacritics and recital symbols which can be called secondaries.
The process took place in five main steps as shown in Figure 1. Tilt correction is responsible for rectifying the page if its
text is angled and set it back to be in a horizontal way, leading to extracting text of the page only which makes the next
task is to separate each line alone and by separating each verse alone then concatenating its lines in single one, the
separation process can be done.
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Tilt Handling

Text Extraction

Line Segmentation

Verse Detection

[

Separation between
Main body and diacritics

Figure 1 Main tasks of pre-processing

A. Tilt Handling

Tilt error could result from scanning or printing faults and this error could cause a failure of the whole system, so it
should be handled. The simplest way to tilt back the script is using some morphological operations like erosion and
dilation to get the frame complete as one component and as the frame has a nearly fixed size that allowed to search on it
then calculate its orientation angle, the principle of computation the orientation angle according to [5][6]is to determine
the inertia ellipse of a shape from the normalized centered moments resulting the matrix of inertia and by extracting
Eigen vectors and Eigen values of the matrix the orientation angle can be obtained according to Figure 2 and then tilt the
original page back with the same calculated angle.

F 3

(5 frame)

Yo Ellipse rotatedinm angle anticlockwise

Certre of the elipse denoted as (x, ¥,)

-
>
Figure 2 Computation of orientation angle

B. Text Extraction

After tilting back, the page if it is angled, frame and unimportant components should be removed from the given page.
According to Figure 3, any qur’anic page contains not only the text but also ornamentation and indicator symbols like
surah name, Hezb symbol, page number, ...etc.

Thus the achievement of text extraction is to keep only text and remove other sources of destruction which negatively
affect the verification process. The frame bounds the text block which seems to be the biggest connected component over
the whole page so it can be easily removed according to [7] but when applying it on different versions, some drawbacks
as frame could be separated in many parts due to faults of printing or binarization.
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Figure 3 Quranic page Sample

Algorithm 1: Text Extraction

choose the desired image from the largest10 connected
components of the first page

[

| Feature Extraction of the desired Image as a reference |

I

Extract features of the largest connected components in other
images

I Find the nearest component to reference using KINN search |
I
| first refinment to remove un desired regions |

I
Take part of the original binary image with the columns of
refined images

]

| final refinement to remove rest of frame |

Algorithm 1 has been applied starting with showing the user some of the largest connected components of the first page
of the test Quranic version and let him choose the component that contains the text only. Extracting some features from
the selected component which are perimeter and size in rows and columns as it was noticed that these features are very
close to pages of different versions. After comparing the saved features with each page features using the nearest
neighbor then estimating the position of the fit component in the whole page then crop it to be a text block only without
any another component of frame or symbols as shown in Figure 4.

C. Line Segmentation

The role of this process is to automate the line segmentation which influences the accuracy of character and word
recognition, for that reason this process considers the main core of preprocessing stage. The nature of Quranic text with
its diacritics makes the segmentation too difficult to be done in a simple way like getting the projection profile approach
to detect the separation between lines and the baseline of each line in the script as mentioned in [8]. Smearing methods of
dilation operation in the horizontal direction could be used to fill the gap between the words to force the line to be one
connected component. Reference [9]proposed a horizontal dynamic mask used to perform the segmentation of Arabic
text lines. Initially the smearing method gives a promise result on one of the qur’anic version but when tested on another
version it fails in some cases which is not acceptable in the verification process.
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Figure 4 Result of text extraction

Some challenges which affect the algorithm exist in the ornament and shapes rather than the text itself as shown in Figure
5. Because of these challenges algorithm has been consisted of three main steps as illustrated in Algorithm 2.
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Figure 5 Samples of the faced challenges

Removing shapes and ornament can be done by filling operation to make the detection of the non-text component is easy
by removing the biggest component compared by pixels. The text script remains in the image, thus detection of baseline
should be done and as said before that diacritics of two lines may overlap so projection profile cannot be used directly, so
by removing components smaller than certain size resulted from testing various versions, then using horizontal projection
profile computed for each strip to get the position of the baseline. The components remained from the previous phase can
be assigned in separate line easily while the removed components have not been assigned yet, components assignment
takes place by calculating the distances between each component and each baseline. Each component passes through
three conditions to ensure that it actually belongs to the closet baseline, the first condition checks the distances between
the centroid of each component and the closest baseline once, and the separation line another, the second one benefits
from the fact of there is a set of components that belongs to beneath baseline only and here diacritics classifier from the
next stage could be used to check if the tested component is a part of this set or not, while the last condition comes with
the failure of the past two conditions and it measures the distance between the current component and the two closest
components above and below it and assign this component to the nearest component's baseline and the output is shown in
Figure 6.

Algorithm 2: Line Segmentation

' Removing Shapes
and Ornament

Baseline Detection

\Connected Component
Assignment
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Figure 6 Output of line segmentation phase

D. Verse Detection

Verse Detection phase depends serially on the line segmentation phase to be totally completed on the whole tested
qur’anic version to start. In normal situations, it should be an easy task using pattern recognition as in [10] , but for many
versions, it is hard to detect all marks of different versions in a fully automated way. Some challenges faced the verse
mark detection due to faults of printing and binarization of the tested version but by some morphological operations like
closing and opening as discussed in [11]can solve these issues.

The Algorithm depends on the input as the whole qur’anic version in the shape of separated line, thus the verse mark
detection can be detected according to algorithm 3. From observing most of the qur’anic versions, it is found that verse
pattern takes a rounding shape which can be easily detected using circular Hough transform as discussed in [12] and the
applied algorithm mainly depend on this feature of the verse pattern.

Algorithm 3: Verse Marking Detection

Filling Holes

Save the current
as the previous
verse

Check on pattern
by features
Remove pattern
& Separate line

Concatenate the
current verse with

previous and save the
next as previous

Whole lines of the tested qur’anic version are received, then the progress of the algorithm takes place in a loop starting
with filling the holes in the image line, then using circular Hough transform to detect the rounding circles in the line,
unfortunately not all the circles detected are verse pattern as expected which leads to take some of features of the verse
pattern as area of pixels, zero crossing and ratio of length to width of the chosen component, the verse marks are then
removed and the line is split into the number of circles detected plus one, the previous part before the verse pattern is
concatenated with the already saved verse while the next part is saved as the previous verse instead of the saved one, and
this happens when circle is detected if else, the entire line is saved as it is to be concatenated with its rest on the next line.
The result of the verse detection is shown in Figure 7.
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Figure 7 Input and output of Verse detection

E. Separation between Main body and Diacritics

At this phase, verification may start but it is hard to withdraw the word with its diacritics from the verse, thus the
simplest way is to check the word once and then check its diacritics in a separate way. By looking in Figure 8.
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a, the main body can be extracted using baseline of each verse but sometimes this procedure can give wrong
determination for components, in other words, a main body component can be determined as diacritic and vice versa as
shown in Figure 8.b, thus baseline is not a fulfill algorithm which gives a promise separation so another check is needed
to be done to determine the right category for these components, so it is needed to build Diacritics Classifier.
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Figure 8. a Determination of the baseline Figure 8. b Baseline Failures

Figure 8 Baseline Algorithm

Building a classifier needs enough data to be trained with, the dataset of the diacritics is collected from different qur’anic
versions manually but this collection is on offline stage only which means one-time process, so the system is still
automated which means there is no entrance for a human being. Using held-out method for evaluation of each classifier
which means to divide training data into two parts one for the training procedure and the other for testing the model to
find the optimum values for model parameters

The applied classifier is a combination of two classifiers which are support vector machine (SVM) classifier and feed
forward classifier, the both classifiers were built using held-out with ratio 7:3, 70 % percent is the training data while the
rest for validation. Using SVM with adapting its kernel function to radial basis function (RBF) once and linear another
one both gave the same accuracy but SVM with RBF kernel have less time consumption in testing than that with a linear
kernel. While the other classifier (FFNN) is used with a back-propagation learning method with one hidden layer which
contains 40 hidden neurons have been trained through hyperbolic tangent function while the output layer has been used
soft-max function, the other parameters like a number of epochs, learning rate and gradient descent remained until
convergence happens. The combination has been made to increase the confidence of the result, not the accuracy, so
weighted majority vote technique as explained in [13]is used to establish the classifier.

The classifier has been ready to categorize between the main Body and diacritics so it will be the secondary check as
illustrated in Algorithm 4.

By using the pre-trained classifier, the label of some components can be determined if they belong to main body or
diacritic, the final check to avoid any wrong categorization got from the classifier, template matching is done with some
pre-saved data for diacritics to make sure that labels from classifier are right.

4 RESULTS

The system is giving a promising result, as it was tested on two different Quran versions, it gives an accuracy hundred
percent in all phases except for the last phase of separation between main body and diacritics could be done with
accuracy in 99.8%, the whole system processes a single page in 33.5 seconds only and the time varies with the changing
of resolution and copies of the tested Quran. The diacritics classifier gives accuracy 99.94% from testing 140000
diacritics collected from 3 different Quran versions.

5 CONCLUSIONS AND FUTURE WORKS

The system presents a pre-processing phase using machine learning and image processing which deal with orientation
correctness, text extraction, Arabic script line segmentation and verse pattern recognition. The diacritic classifier can be
also used externally to recognize the diacritic symbols of the holy book or of any Arabic script. This system can open the
door towards the verification process using automated ways without human entrance. The future works can be
summarized in working on verification process on the scanned images of the Quran and the electronics digital versions
with lower and higher resolutions, the efficiency also needs to be increased as much as possible and trying to enhance the
time consumption using graphical processing units.

Algorithm 4: Separation between Main body and Diacritics
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Abstract— This paper aims at constructing a bilingual lexicon of the most frequent Contemporary Egyptian Colloquial Arabic
(CECA) words on Twitter and their English equivalents. On the macrostructure level, it uses twenty-million-word corpora of
Egyptian tweets to extract the headword entries of the lexicon. Then, it searches for the most equivalent English translation,
using online informal British and American English dictionaries. On the microstructure level, the relevant senses and semantic
relations of the populated headwords are defined. Therefore, the proposed lexicon, as an Arabic language resource, should
provide the required raw material to build a CECA wordnet. This should promote a higher quality in machinery translation of
CECA words especially the culturally-laden set of words.

Keywords— Lexicon compilation, Domestication and Foreignization, Arabic ontology, WordNet, Corpus linguistics
1 INTRODUCTION

The poor resourcing of language pairs, unavailability of competent morphological analyzers and syntactic parsers in
poorly-resourced languages, specificity of the informal discourse, writing inconsistency of users and the dynamic
sociolinguistic shifts may stand as the firewall against improving the machine translation quality. This rings true
especially for the Arabic dialects; compared to the resources and tools applicable on the standard language variety and to
the plethora of the enhanced tools for the Indo-European languages. This paper, therefore, addresses such a challenge by
building a bilingual lexicon of the most frequent Contemporary Egyptian Colloquial Arabic (henceforth CECA) words
on Twitter and their English Equivalents. Targeting the English equivalents of CECA words, online American and
British English dictionaries are used to render the closest equivalent for each sense of the CECA headword. Enriching the
output further, semantic relations - including synonyms, hypernyms, hyponymys, meronyms, and antonyms- as well as
new senses are provided. Moreover, this study approaches two questions: First, what do the most frequent words in
CECA reflect about society? Second, what do the Anglicized CECA words pertain to?

2 THEORETICAL BACKGROUND

Translation is a dynamic activity which takes place within a certain cultural system, translation
strategies are controversially animated. Venuti has dichotomized ‘alienating/exotizing” and
‘naturalizing’ translation approaches as ‘foreignization’ and ‘domestication’ respectively.
Foreignization, on the one hand, ‘entails choosing a foreign text and developing a translation method
along lines which are excluded by dominant cultural values in the target language’. Domestication,
on the other hand, embraces ‘an ethnocentric reduction of the foreign text to [Anglo-American]
target-language cultural values’ [1]. “Direct translation”, “overt translation”, “exotization”, “anti-
illusionism”, “semantic translation”, “documentary translation”, and “observational reception” are

9% <¢

other designations for foreignization. Domestication are also labeled as “indirect translation”, “covert
translation”, “naturalization”, “illusionism”, “communicative translation”, “ instrumental translation”
and “participative reception”. Although applying only one of the two effacing approaches is
practically unmanageable, even in small scales, domestication enacts the lesser of two wrongs simply
because translating into a language prioritizes enabling its average readers to grasp what they read

[2]. Although Venuti advocates foreignizing translation, he is also aware of the necessity of
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domestication. This holds true in rendering a source text (ST) for a target culture when the paired
languages are not indigenous [1].

Mohammad Enani [3] explains the demand for domestication in exporting the Arabic culture as the
Arabic ideology and axioms are somehow alienated to the target reader. Foreignizing the translation
can, therefore, make the translation ambiguous and incompetent given the negative stereotypes the
Arabic culture has. Arabic Translators render the challenging culturemes at their best; however, the
attempts to domesticate the Arabic texts in translation are subjective and idiosyncratic. It is
imperative that domestication should be negotiated objectively. The unanswerable question pertains
to the subjective mechanism by which translators render the domesticated equivalents. This
crystalize the needs to unify a domesticating translation technique. Objective as it seems, we propose
our ontological-based methodology of domesticating the translation of CECA words in section 3.

After the Princeton WordNet (www.wordnet.princeton.edu) gained, as an ontolexical hierarchy,
widespread popularity, especially in the natural language processing community, wordnets were built
in a number of different languages. Euro WordNet compiled words from eight European languages
which are certainly and typologically unrelated to Indo-European languages. An important goal was
to connect all wordnets to one another, so that equivalent words and meanings could easily be
identified [4-5]. Pursuing this aim further, this study adopts dynamic resourcing of a bilingual
lexicon given that corpora and lexicons denote, in part, dynamic language resources [6].

Ontology is a taxonomical of meanings or more precisely “specification of conceptualization”. To
build this Arabic ontology, the set of all Arabic terms are collected and their polysemy are identified
using unique numbers and described using glosses. The Arabic Ontology is a linguistic ontology that
represents the concepts of Arabic terms using formal semantic relations [7]. Interestingly, WordNet
is a network of synsets (synonymous words). Since principles of sorting words ontologically, in
Arabic, are based mainly on science, philosophy and linguistics respectively, the soundness measures
of the Arabic ontology is a little bit different from those in the English language. English WordNet is
based on the native speakers’ accept and approval of the ontological relationship [8-9]. Accordingly,
compiling a CECA WordNet out of Egyptian social interactions may prove profitable in terms of
reflecting the Arabic mentality and ideology.

In WordNet, The main semantic relation among words is synonymy, as between the words assume
and suppose, which are grouped into unordered sets (synsets). The criterion for joint synset
membership is merely that the words denote the same concept. Each of WordNet’s synsets is linked
in turn to other synsets by means of a small number of “conceptual relations.” Also, one-to-many
mappings of word forms and word meanings govern polysemy and synonymy. A single word form
expressing several meanings is a case of polysemy. Highly polysemous words in English are check,
case, and line. Polysemy requires the reader or listener to identify the context-appropriate, intended
sense of the word form. Hyponymy is a semantic relation between word meanings: e.g., tree is a
hyponym of plant. Hyponymy is, therefore, a relationship found in many nouns, in quite a number of
verbs, and in some adjectives. Its major significance for lexicographers is that the ‘genus expression’
in a definition should be the hypernym of the headword. Hyponymy holds more often between nouns
while antonymy ‘belongs’ more to adjectives. Meronymys reflect the relationship of the part to the
whole and vice versa [6].

3 RELATED WORKS

Now that computational and/or ontological compiling could prove effective in building
contemporary lexicons and dictionaries has recently developed so that computational and/or
ontological compiling is now the norm, this study usher the computational and ontological towards
domesticating the translation of CECA words. Mustafa [10] has investigated the Arabic lexicon in
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the context of relational database theory. He demonstrated that lexical attributes can be classified
into five categories comprising nineteen attributes, including form attributes, morphological
attributes, functional attributes, meaning attributes, and referential attributes. Testing the results, he
concluded that the experimental lexical database provides an efficient method for storing and
retrieving Arabic lexical information. Moreover, several attempts have been succeeded in building a
corpus-based hypernymy-hyponymy lexicon with hierarchical structure for Arabic from online data
[11-13].

Generally, there are three approaches of processing data: manual, automatic and semi-automatic
approaches. The semi-automated approach, which was devised in the last stages of database
compilation, involved extracting corpus data, collocations, examples, and grammatical labels, and
conducting lexicographic analysis in the dictionary-writing system rather than in the corpus tool. An
evaluation that compared the manual approach with the semi-automatic approach showed that the
semi-automatic approach is much quicker and presents the lexicographers with almost all the
information they identified as relevant during the manual analysis, as well as additional potentially
relevant information for the dictionary entry [14]. This study combines the computational and
ontological approaches in building the proposed bilingual lexicon. This should enable a richer
resourcing of the studied lexes.

4 METHODOLOGY

A. Data Collection
After normalization and cleaning of the extracted tweets, a corpus of 20, 252,732 tokens and 18,
050, 423 word types was compiled. All original tweets correlated to a random sample of ordinary
individuals. After identifying Twitter IDs of the Egyptian organization, which publish posts in
modern standard Arabic (MSA), their tweets were omitted for irrelevance. The data are normalized
and cleaned to be uploaded onto Sketch Engine for further processing.

B. Data Processing Software
i. Sketch Engine
Sketch Engine is online corpus software using more than 200 corpora in 82 different languages. It
offers several ready-to-use corpora, as well as tools for users to build, upload and install their own
corpora. These tools include wordlist, concordancers, thesauri, and built-in dictionaries. Wordlist
calculate the unique words in a text and their occurrence, concordancers identify a word’s collocates,
thesauri detect all the substitutive words that occur in the same or similar context of a certain word
and the built-in dictionary enables searching for a specific list of words in a corpus. [15].
ii. WordNet 2.1
The Princeton WordNet (www.wordnet.princeton.edu) has gained widespread popularity,
especially in the natural language processing community over the past decades. Therefore, Wordnets
were built in a number of different languages. WordNet is used to provide the hierarchy of this
sematic ontology using the hyponym-hypernym relations and to allocate the synsets of every lexical
entry using the synonym-sorting option. This study uses WordNet 2.1 for defining the semantic
relations of the English equivalents [4-6].
C. Procedures of Data Processing
This study is concerned mainly with exploring semantic relations of the CECA words. The list of the
most frequent CECA words is selected before defining the lexicographic microstructure relevance.
The proposed technique of rendering the most possible informal English translation is illustrated in
figure 1.
Criteria of Inclusion
1. Most frequently used CECA words.
ii. Most frequently used CECA words which share MSA spelling with different senses.
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iii. Most frequently used MSA words which are used in combination with CECA words and

are useful in defining semantic relations. e.g.s s ¢ - i cpllS Gl

excluded; e.g. r=e s 52Ul

Otherwise, the phrase is

v. Arabicized loanwords that have widely replaced the MSA equivalents are included;

€.g.Axee pal il ¢ g

vi. Under each headword, phrasal usages, even if not frequently used, are included to cover

the optimal lexicographic relevance
Criteria of Exclusion

i. Words that have the same sense and spelling in CECA and MSA; e.g., »o»— gl -2~
ii. Proper nouns, especially female and male given names and their derivatives; e.g., - s glxs

Ssai ya Y san

iii. Monosyllabic non-words and vocals; e.g., < Jiaid aeen

iv. Functional words are excluded. Only content words are enlisted

D. Defining Hypernym-hyponym Relation
The collected data are negotiated to extract the hypernym- hyponym relations using, first, some
Arabic ‘ontolexical markers’ such as & 45 gl - ol -5 @i . 5. The second line of harvesting the
hypernym-hyponym relations is screening ath-Thalabi’s philology about the original etymology of
the MSA which pertains closely to the studied CEA word because it provides an original hierarchal

and ontological sense of structuring Arabic words

matched with the synonyms and near synonyms.

. Words which fail both references are to be
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Figure 1: Diagramming the proposed methodology of translating CECA words into informal English

5 RESULTS AND DISCUSSION

Appended in two pages, Table 1 exemplifies the lexicographic relevance of several headwords in
our introduced CECA lexicon. Statistics indicate that the CECA words tend more to acquire new
senses than the MSA peers. This should implicate about their dynamic nature. The semantic fields
and ontological domains of the most frequent CECA words do center on religiosity, sexuality,
nagging and satire. Although religiosity is most often populated, the concordance of the pertinent
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CECA words indicates that only theological stock phrases are most often used (- olae b, — il ¢ Lo
dineall - &l eLa o — 4l sLi). The same holds true when it comes to the CECA words of sexual innuendoes
(i - Ahse s — duis), The least frequent CECA words tackle happiness (3=_dll o bls — 550 ga g W), The
Anglicized CECA words correlate to borrowing technology-based words as well as words which are
populated on social media streams (( mies - L8N - dlise - el _ gl (Y Al Sl - g gl
Equivalent MSA Arabic words are rarely used (2sad) -Jlss - cly i - usel Aajia - jlas). The p-value which
corresponds to chi-square measurement is lesser than 0.05. This indicates that the difference in using
Arabizing loanwords into CECA discourse and equivalent MSA words are statistically significant.
What intrigues about the use of loanwords on social media streams is venturing these words into the
daily communication with conceptually relevant path (&Y seal — @jlis) e sl —caia W), This
sociolinguistic and psychological folkloric orientation draws upon the rigidity of MSA in
communicating day-to-day communications. Moreover, statics reveals that the use of CECA words
is curvilinear. Words, such as sl -das)l -zl | have dramatically decreased. However, abandoned
words can be revived or regionalized on liaising to a given sponsor. The revival of the title (i) has
synced with the introduction of (wesé a).Moreover, the noun (s553) has a steady use in posts of
Alexandrian populations. What also can be observed about the recently introduced words is sharing
creative phonotactics (5.sua —uags Ausi — 6 ), The adjective (o) is etymologically borrowed from the
transliteration of the English word fake. The noun (:.ss), which is used by quinquagenarians and
hexagenarians, embraces the phonetic replacement of the interdental original sound with the
connotative meaning of (s<). Thus, the word implies loudness and infidelity.

TABLEI

REPRESENTATIONS OF CECA HEADWORDS IN OUR PROPOSED LEXICON

ESOLEC"2016

A B C D E F G H I
POS Arabic IPA Google Bing 5-year Semantic field Gender Polysemy
Root Translation | Translation | Incidence Preference

& Verb - o’beg aBC Abeg Increasing Bribe M N
datil Verb dal o’t?hel I qualify Qualify Steady Marriage M N
Jnld N/adj - ro?govz | Arajuz Puppets. Increasing Media M N
L) Adj < rwbo Arobh Arobh Revived Intelligence F N
358 Noun 3 ?zouzd Azzouzh Azosh Fluctuant Beverage M=F N
izl Noun b o'ffoxonzt | Afshkhanat | Avshkhanat | Steady Advertising M N
&3 Adj &l ?ntoox Antokh Antokh Modern Laziness M N
el N/adj - ?ntim are you Anytime Steady Intimacy M=F N
Gpn Verb s haesben Hspen Forfeit Fluctuant Revenge F N
dgon Verb dea hoswek Hassok Hasok Revived Sluggishness M N
Al N/ adj Al A Walsh Walsh Increasing Trivia M=F N
G Verb e JoSnen Hann Shann Decreasing Anger M N
ol Verb Uagd Johjjas® Shahys Shhis Introduced Flexibility M N
3uska Noun J3a ASt Asawrh Saurh Introduced Political failure M N
& V /adj e fofx Vchk 'Re amazing | Increasing Exaggeration M Y
ed Verb e las§ sting Sting Increasing Madness M N
Ol fa Adj 23] metriif Mtric Metrish Steady Wealth M N
hda Verb hda hofef Hch Mow Steady Addiction M N

ilaa VP Chle moSlel | it's okay Forgive me, | Steady Apology F

w29 Verb Y] wageb must I had Revived Hospitality M
2 Verb 2 hobad Hbd Hebd Fluctuant Violence M N

Abbreviations: Adj: adjective; IPA: International phonetic alphabet POS: M: Male F: Female: N: No VP: verb phrase; Y: Yes
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J K L M N o P Q
Hypernym | Hyponym American CcC British CC Glosses (brief definitions) Synsets
Equivalent M Equivalent M
<l Bribe Hush tit-for-tat, NA Swag, bung | NA la. A demand to give money in order Ll
money trouser to facilitate or to do a solicited task
1b. A wider spectrum denoting all ill-
gotten gains.
dati) Espousing | Officiate Domesticated | NA Get hitched | NA The official completion of legal ousl
marriage procedures
BELS) broadcaster | Agenda John Stewart | NA Elaine NA befuddling bureaucrats with ironic ks
Paige interview or in talk shows to show the
faults in their logic.
Ly astuteness Cunning Cheeky Bitch | Ht shazzy Hm An insanely intelligent and talented osla
person in everything
858 beverage Pepsi cracka cola Hm Coca-Cola | Hm Carbonated, caffeinated or Aadledals
decaffeinated, drink flavored with
extract from Kola nuts (coca-cola) or
New Coke ( Pepsi).
izl Ostentation | Splurge Halloween NA Jiggery NA An extravagant effort ventured to Sl
Train-wreck pokery show up.
(&5 Disinclinat- | Slothful- sluggard NA Bottler NA a disinclination to work or exert UasiSive
ion ness oneself.
) Friendship | Buddy, Bestie Hm Bestie NA A very close and trusted friend who o
alter ego seems almost a part of yourself.
Gpn Agitation Tailspin Preach-speak | Ht For Pete's Ht An exclamation of dissatisfaction, -
sake! usually by saying “Allah (Alone) is
Sufficient for me”.
g torpidity hebetude Hrach Hm Croffle Hm to shuffle along or walk very slowly, - Ol
or take a gazillion hours for finishing e
a minor task.
ol Nonsensic- | Balderdash, Hm Shitty Hm 1a. trivial nonsense or foolish talk. - e
ality buzzword, 1b. stock phrases that have become o=
nonsense through endless repetition
1c. a set of confused and meaningless
rhetoric.
G ire outrage shmobed Hm shnitzen Hm marked by extreme and violent - 58
energy; infuriated; nutty. o3
ol affect commve Relaxcited NA - NA puzzle over
3,sla group Egyptian Cyber- Ht - NA A term coined by the anti-arabic -
action revolution Revolution spring to describe the ‘failing’
revolution(s).
(&) 1. beau 1. Gold NA Smashingly | NA 1. (adj) Perfect. 2. (v) Criticizing - e
ideal standard heavily especially in political s
2. Criticism | 2. Criticism discourses.
ed mental daftness functionally Hm wacky Ht 1. Causing a tongue or skin burn .e.g., O
illness insane taste a pungent, hot beverage or “da_dadl,
flame. 2. Getting crazy or insane.
Ol i wealthiness | mammon A Bill Gates NA Dandyish NA Extremely wealth ; jaunty e
hda addiction weed dabbing NA spliff Dronabinol is a psychoactive i
compound extracted from the resin of
Cannabis sativa (marihuana, hashish)
ilaa apologia SOrrow Bropology, NA soz Hm Apololies, epology, SO
fauxpology
Y 1. Interac- 1. Socializ- | 1.Generotic NA bastarding | Ht 1. Denotes reprimanded, banquet Lk
tion 2. ing 2. 2. Ghosted action of being lavishly generous. 2. s
Punishing Ridicule Ironical for punishing or giving
unexpected rough time to someone.
4 bob fall splash Hm By (h)eck ! | Ht drop sharply, topple or plummet g0

Abbreviations: CCM: Cross-culture matching; Hm: homogenous; Ht: Heterogeneous; NA: Not Applicable.
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6 CONCLUSIONS

The CECA discourse is very rich and does tackle deeply the deep layers of the societal iceberg. Harvesting and analyzing
the content of written and spoken CECA discourses can produce a valuable pragmatic and sociolinguistic output. This
can be ushered linguistically toward building lexicon and ontologies. On translating CECA words into English, the
informal American English and slang harmonize cross-culturally more to the Egyptian culture than British English. The
CECA discourse is full of controversies and express, most often, anger and frustration of the mass body.
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Abstract—This paper presents a rule based approach simulating the shallow parsing technique for detecting the Case Ending
diacritics for Modern Standard Arabic Texts. In this system, the Case Ending diacritization problem is addressed depending
on morphological analysis; the relation between each word with its Part Of Speech (POS), as well as syntactic analysis, the
relation between a word and its position in the sentence. An Arabic annotated corpus of 550,000 words is used; the
International Corpus of Arabic (ICA) for extracting the Arabic linguistic rules, validating the system and testing process.The
output results and limitations of the system are reviewed and the Syntactic Word Error Rate (WER) has been chosen to
evaluate the system.The syntactic diacritization WER achieved by the system is 9.36%.The results of the current proposed
system have been evaluated in comparison with the results of the best-known systems in the literature. The best syntactic
diacritization achieved is 9.97% compared to the best-published results, of [14]; 8.93%, [13] and [15]; 9.4%.

Keywords: Automatic Diacritization - Syntactic Diacritics - Case Ending Restoration - Arabic Natural Language Processing - Arabic
Shallow Parsing

1 INTRODUCTION

Modern Standard Arabic is currently the sixth most widely spoken language in the world with estimated 422 million
native speakers. It is usually written without diacritics. This makes it difficult for performing Arabic text processing. In
addition, this often leads to considerable ambiguity since several words that have different diacritic patterns may appear
identical in a diacritic-less setting. However, a text without diacritics brings difficulties for Arabic readers. It is also
problematic for Arabic processing applications where the lack of diacritics adds another layer of ambiguity when
processing the input data [1]. Although undiacritized Arabic text is sufficient for Arabic speakers to use in writing and
reading, this is not the case when dealing with software systems. For example, an Arabic text-to-speech system would
not produce speech from undiacritized Arabic text because there is more than one way of saying the same undiacritized
written Arabic word. Moreover, when searching for an Arabic word, many unrelated words would be included in the
results.This suggests the need to diacritize Arabic text. Another reason for the diacritization is to permit the use of
dictionaries and machine translation from and to Arabic [2].

Diacritics restoration is the problem of inserting diacritics into a text where they are missing. Predicting the correct
diacritization of the Arabic words elaborates the meaning of the words and leads to better understanding of the text,
which in turn is much useful in several real life applications such as Information Retrieval (IR), Machine Translation
(MT), Text-to-speech (TTS), Part-Of-Speech (POS) tagging and others. The diacritization of an Arabic word consists of
two components; morphology-dependent and syntax-dependent ones. While the morphological diacritization

distinguishes different words with the same spelling from one another; e.g. ale which means “science” and ale which
means “flag”, the syntactic case of the word within a given sentence; i.e. its role in the parsing tree of that sentence,

determines the syntax-dependent diacritic of the word. For example; ¢ ale ul:\:ua\g)l\ implies the syntactic diacritic

of the target word - which is an “object” in the parsing tree - is “Fatha”, while a jl;j\ e &\:\ml;\)l\ }h: 3;\53 implies the
syntactic diacritic of the target word — which is a “subject” in the parsing tree - is “Damma” [3].

Due to its importance in giving the correct understanding of Arabic statement meaning, we present a rule based approach
simulating the shallow parsing technique for detecting the case ending diacritics for MSA texts. In our proposed solution,
the case ending problem will be addressed depending on both morphological processing level, the relation between each
word with its Part Of Speech (POS), as well as syntactic processing level, the relation between a word and its position in
the sentence. In what follows Section 2 reviews some related work to case ending automatic diacritization process.
Section 3 details the description and processing of used corpus. Section 4 details the built Arabic diacritization system on
Syntactic processing levels. Section 5 evaluates the output and compares the results with other state of the art results.
Finally, section 6 concludes the paper.
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2 RELATED WORK

Diacritic restoration has been receiving increasing attention and has been the focus of several studies. Different methods
such as rule-based, example-based, hierarchical, morphological and contextual-based as well as methods with Hidden
Markov Models (HMM) and weighted finite state machines have been applied for the diacritization of Arabic text.
Among these trials, that are most prominent, [1], [3-17] and [33]. In addition, some software companies have developed
commercial products for the automatic diacritization of Arabic; Sakhr Arabic Automatic Diacritizer [18], Xerox’s Arabic
Morphological Processor[19]and RDI's Automatic Arabic Phonetic Transcriptor (Diacritizer/Vowelizer) [20].

Moreover, in addition to the previous commercial products there are some trials for producing free products for the
automatic diacritization of Arabic. For example, Meshkal Arabic Diacritizer [21], Harakat Arabic Diacritizer [22], Al-
Du'aly [23], and Google Tashkeel which is no longer working where the tool is not available now.

It has been noticed that most of the previous systems use different statistical approaches in their diacritization systems for
restoring the case ending diacritics and none of the previous systems makes use of syntax with the exception of [15]and
[17] who have integrated syntactic rules.

3 CORPUS DESCRIPTION AND PROCESSING

The used data in the diacritization system was selected from a manually annotated and disambiguated data of the
International Corpus of Arabic (ICA) [24]. Each word is tagged with features, namely, Lemma, Gloss, Prl, Pr2, Pr3,
Stem, Tag, Sufl, Suf2, Gender, Number, Definiteness, Root, Stem Pattern, Case Ending, Name Entity and finally
Vocalization. It contains about 500,000 manually morphologically disambiguated words. There are three kinds of data
sets used here; 1) training data set which helps in extracting the linguistic rules need for restoring the case ending, 2)
validation data set which helps in validating the extracted rules from the training data set, and 3) testing data set for
evaluating the system. The data has been distributed as 80% for training the system, 10% for validation data set and 10%
for the evaluation process.

A. Training Data Set Usage

The grammar of a language has several levels: phonological rules that govern the structure of sounds, the morphology
that governs the structure of words, syntax that governs the structure of sentences and semantics that governs the
meanings of words and sentences. In this paper, syntactic level is our concern.

It must be noted that extracting Arabic linguistic rules is not an easy task where these rules must be represented in a
generalized format in a way that simulates the concerned component of the language. So these rules need to be
constrained in a certain order to avoid overlapping among them. To extract the rules, an annotated data is needed, so the
training data set is used[25].

The realization of nominal case in Arabic is complicated by its orthography, which uses optional diacritics to indicate
short vowel case morphemes, and by its morphology, which does not always distinguish between all cases. Additionally,
case realization in Arabic interacts heavily with the realization of definiteness, leading to different realizations depending

on whether the nominal is indefinite, i.e., receiving nunation ((ys%), definite through the determiner Al+ (+J) or

definite through being the governor of an EDAFAH possessive construction (4dlal) [26].

In addition, case ending realization in Arabic interacts in some cases with other information:
1. Word Patterns: the diptote word patterns (<iyall (1 &5iedl) refer to a category of nouns and adjectives that have a

special case ending when they are indefinite since they do not receive nunation. It must be noticed that when these
words are definite, they receive regular case ending diacritics.

2. Verb Transitivity: the transitivity of the verbs helps sometimes in detecting the subject (which receives nominative
case ending) and object (which receives the subjunctive case ending).

3. Feminine Plural Word Forms: in Arabic, the object receives the case ending for the genitive case instead of the
subjunctive case; this is in the case of those words end with ‘<’ *At/NSUFF” '“allall i gall aaa’,

The extracted rules in this level simulates one of the language processing approaches that compute a basic analysis of
sentence structure rather than attempting full syntactic analysis; shallow syntactic parsing. It is an analysis of a sentence
which identifies the constituents (noun groups, verb groups, prepositional groups, adjectival groups, adverbial groups),
but does not specify their internal structure, nor their role in the main sentence.

IThe transliteration scheme follows that of BAMA: http:/www.qamus.org/transliteration.htm [Accessed 20-5-2015]
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Phrases in Arabic language: Arabic words are classified as noun “auf”, verb “J=8, or particles “—a)~”, intended for
e.w )A

items which are neither noun nor verb. The clear difference between the three parts is the declension “heYV or
syntactic parsing. The major three phrases for the Arabic language are:

= Noun phrase: A noun phrase is one which starts with a noun, a proper noun or a pronoun. It represents the entity of

person, place, animal, etc. about which the phrase is talking.The nominal sentence is composed of “TM\” “mubtada”

“starting” which is followed by “_,all” “khabar” “information/predicate”. Information is the part of the phrase to

complete the information about starting.

= Verb phrase: A verbal phrase is one which starts with a verb in any of the three forms (imperfect verb, past verb and
command verb). The verbal phrase is considered stronger than a noun phrase composition-wise. The verbs in Arabic
are divided into two types [27]:

1. Intransitive verb ‘@'M\ J=dll” which means that the verb does not need more than the subject to fulfill the

meaning. For example, the verb ‘Udi  ‘alasa® ‘sat® in Ll e Man Gdv
‘jalasamuHam~adNEalaY Als~ariyri’ ‘Mohammed sat on the bed’ is an intransitive verb where there is no direct
object and the meaning of the sentence is completed without it.

2. Transitive verb ‘L;Aaiml\ J=dll> which requires a direct object to complete the meaning of the sentence as the

meaning of the sentence cannot be completed without it. The action of the transitive verb is traced back to its

subject and directed towards its direct object, like when saying: ujm‘){\ @LL: @é“fataHaTAriq Al>anodalus”

“Tarek conquered Al-Andalus”. So, the verb needs the subject to do the action and the direct object to receive it.

There is a transitive verb that has two direct objects. One of them is clear/unambiguous and the other is
unclear/ambiguous, like when saying: Glal L_51\ LY 3l “>ad~uwAAlo>amAnAti<ilaY>aholihA” “They

took/delivered what they were entrusted with to its owner”. ‘tf—aUU&\’ is a direct clear/unambiguous object, while
‘st\ is an indirect unclear/ambiguous object. It is clearly expressed in the genitive case due to the preposition.
= Prepositional phrase: A prepositional phrase in Arabic is used just like in English. It is the sequence of a preposition
followed by a word or phrase. These prepositions may be one-letter, two-letter and three-letter word groups.

The main target here is to detect the boundaries of each type of these phrases and then extract the suitable rule for
detecting the case ending. In Arabic nouns, adjectives, adverbs and imperfect verbs are the only words that accept the
case ending or mood. In addition, all nouns and adjectives have one of three cases: nominative (NOM), accusative (ACC),
or genitive (GEN). What sets case in MSA apart from case in other languages is most saliently the fact that it is usually
not marked in the orthography, as it is written using diacritics which are normally omitted[26].

In this stage, some Arabic linguistic rules have been extracted from the training data set and implemented to detect the
case ending depending on a window of -/+ 3 words around the focused word taking into consideration the context, the
selected morphological analysis (in morphological processing level), definiteness feature, stem pattern and verbs
transitivity. It must be noted that the correctness of detecting the case ending depends to a big extent on the correctness of
the morphological analysis output.

For restoring the case ending diacritics, the outputof the morphological processing level from a system we have
developed is used. It is a multi-layered system in which each layer tries to restore the missing diacritics of some words,
ignoring the syntactic or case ending diacritics using linguistic features and statistical features to help the system predict
the missing internal diacritics with a high accuracy. It also uses information provided by Buckwalter Arabic
Morphological Analyzer [28] to cover all words' solutions and to decrease the number of unknown words. After using
these layers, the system is ready for the syntactic processing level [25].

It must be noted that not all information that BAMA can give are used while working in the morphological processing
level. Only, prefix(s), stem, suffix(s) and lemma are used. The reason for neglecting the other information is that some of
these information lead to having repeated morphological forms (neglecting the case ending) such as vocalization and
glossaries. BAMA does not always predict correctly the definiteness that is related to syntactic processing level (so some
definiteness rules are extracted). Other information related to syntactic processing, pattern and transitivity, BAMA does
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not give any information about them. Consequently, in order to detect the case ending correctly prior steps are done
where the stem pattern, transitivity and definiteness must be detected.

1. Stem Pattern and Transitivity Features:

BAMA does not give any information about the stem pattern so the stem pattern of each stem has been detected
depending on the root, stem and lemma of each word. Root does not appear in BAMA’s output, but it is found in it stem
dictionary (dicStems).

For getting the stem patterns of all stems in the BAMA’s dicStems, it was necessary to check and fix the roots problems
that are founded in this dictionary since BAMA does not detect most of the roots correctly and it provides a root for loan
or foreign stems. To do so, we were helped by the team of the Arabic Computational Center at Bibliotheca Alexandrina
(BA) to review and fix all wrong roots of BAMA. After that we have made a script for detecting the stem pattern of
stems that have root(s) in BAMA and review the stem pattern output. In addition, we have made another script that is
able to provide the stem pattern of each stem in dicStems of BAMA to be as a part of its output as figure 1 shows.
Moreover, some modifications have been done for the Perl open source file of BAMA to show the stem pattern in
BAMA'’s output.

The transitivity is a feature that is assigned to the verbs which indicates the number of objects a verb requires or takes in
a given instance. The transitivity of a verb can be basically classified into intransitive (NTST) and transitive (TSTD).
Intransitive verbs are further classified into two types: non accusative (NACC) verb whose subject is not the agent, as the

verb “(8%” ‘tadaf~aqa’ “flow” in "¢ ) GRE" ‘tadaf~aqa’ ‘Water flowed’, and non-ergative (NERG) verb whose subject

is the agent, as the verb “ %" ‘ma$ayY’ ‘walk’ in " A5l ia"" ‘ma$aY Alowaladu’ ‘the boy walked’.

To detect the transitivity of each verb in the BAMA’s dicStems, the unique lemmas of these verbs in dicStems have been
used in detecting their transitivity. To get the transitivity for these lemmas we were helped by the Arabic dictionary of
the Universal Network Language (UNL) [29]. Each lemma is saved with its transitivity to be used while detecting the
case ending as figure 2 shows.

<solution> <get trans>
<word> s gama</word> <Lemma>S$a*~ab</Lemma>
<lemmaID>maHomuwd</lemmaID> <Trans/Trans>
<pr></pr> </get trans>
<stem>maHomuwd/ADJ</stem> <get trans>
<suf></suf> <Lemma>$a*~-jiu</Lemma>
<Spattern/3pattern> <Tfa“5/Tra“5>
</solution> </get_trans>
<solution> <get trans>
<word>J gens</word> <Lemma>$aE~ab</Lemma>
<lemmaID>maHomuwd</lemmalD> <Trans: /Trans>
<pr></pr> </get_trans>
<stem>maHomuwd/NOUN PROP</stem> <get trans>
<suf></suf> - ZLenuna>$ahaq—a<:/Lemma>
<spatternjmafoEuwlk/spattern> <TransjiNERGkK/Trans>
</solution> </get trans>
Figure 1: BAMA'’s Output After Adding the Stem Pattern Figure 2: Lemmas of Verbs with Their Transitivity

Transitive verbs are classified into four types: direct transitive (TSTD); a verb which requires a subject and a single

direct object as the verb “r’-jéf"’ ‘naZ~ama’ ‘organize’, indirect transitive (TSTI); a verb which requires a subject and a
single indirect object as in the verb “ a8 ‘qaDaY’ ‘eliminate’, ditransitive (TST2); a verb which requires a subject and
two objects as in the verb “J23” ‘jaEala’ ‘make’, or tritransitive (TST3); a verb which requires a subject and three

objects as in the verb ‘r’j“ “>aEolama’ ‘inform about’ [30].

In Arabic, a verb may have more than one type of transitivity, depending on its meaning for example, the verb ‘aic)’

‘{iEotamada’ which is TSTI in el 2_)3\)&,‘3\ @Ld\ s AL )

‘{iEotamadawaziyruAlomAliy~apiAlomiyzAniy~apaAloEAm~apa’ ‘The Minister of Finance approved the general
budget’, and TSTD in ‘:L:ulsw u-l&yaﬁ ‘;:; }N\ Xde P “{iEotamadaAlo>amour EalaYtaSowiytiAlo>agolabiy~api’ ‘The
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matter depended on the voting of the majority’. In the current system, if the verb has more than one transitivity, the best
one is selected according to its context.

2. Extracted and Formulated Definiteness Rules:

As mentioned before, the definiteness information that BAMA can provide the system with are not used since BAMA is
used in morphological processing level only and the definiteness is related, to a large extent, to syntactic processing level
which depends on the context. So in order to set the case ending diacritics, some Arabic linguistic rules have been
extracted and implemented in the system to detect the definiteness of each word depending on its context or its selected
morphological analysis.

There are some rules that have been extracted and formulated for detecting the definiteness of nouns, adjective, adverbs,
and pronouns. Each word of theses tags is assigned with ‘DEF’ which means the word is definite, ‘INDEF’ which means
that the word is indefinite or ‘EDAFAH’ which means that the words are the governor of an EDAFAH possessive
construction. The easiest feature to detect among these three features is when the word is definite ‘DEF’ and when it
contains a possessive pronoun in its suffix it is assigned as ‘EDAFAH’. The other cases are not easy to detect since there
are a lot of cases that the indefiniteness and EDAFAH rules may overlap. So, the extracted rules here are restricted and
constrained as much as possible to avoid such overlap.

2.1 Rules for Setting the Word as Definite (DEF)
In this part, the extracted rules are easy to detect where there are limited cases in which the words are definite. If the tag

of the word is proper noun (NOUN_PROP), the prefix of the word contains ‘41" ‘AI/DET’ except in the word ‘el
“>amos’ that is exceptionally ‘INDEF’, ‘mA/PRON” that act as ‘" ‘Al~a*iy/PRON’, pronouns and nouns of place or
time such as ‘138 5 ‘waqot*Ak’, ‘> “>amos’ that has no ‘4 ‘Al/DET that is exceptionally ‘DEF’.

2.2 Rules for Setting the Word as Indefinite (INDEF)

In this part, some rules for describing the word as indefinite have been extracted and formulated. As mentioned before,
these rules are constrained as much as possible to avoid the overlap between the words that are assigned as EDAFAH.
The simplest rule related to describing the analyzed nominal, adjectival or adverbial words as INDEF when the suffix of
the word contains ‘O ‘Ani/N_SUF’, ‘(x’‘ayoni/N_SUF’ ‘iyna/N_SUF’, ‘0 ‘atayoni/N_SUF’ ‘O ‘atAni/N_SUF’,
‘05 ‘uwna/N_SUF’ or when the word ends with /A’ and this ‘" ‘A’ is not analyzed as ‘A/N_SUF’. Examples of such
words is ‘A2 ‘rajulAF’ ‘man’, ‘GO ‘rajulAn’, ‘OS> ‘HalaqatAni’ ‘rings/circles’ and ‘0 salas’ ‘musolimuwna’
‘Muslims’.

One of the extracted rules is related to the indefinite nouns that occur after the numbers from [1-10]. In this rule, there are
two conditions: the first one is when the lemma of the words that occur after these numbers is “>alof” or ‘miloyuwn’ then
this word is EDAFAH if it is followed by another word and INDEF if it is not followed by another word. The second

condition is the default where the definiteness of this word is INDEF as rule 1 shows:
Rule [1]:
(WF [Previous] '*[1-9]8" || WF [Previous] = 10)
((Lemma [Current] = "miloyuwn’' || Lemma [Current] = ">alol") & DEF [Next] =")
{
[Current]
(@ DEF = "INDEF"'

((Lemma [Current] = 'miloyuwn’ || Lemma |Current] = "=alol"))
{

|Current]

(@ DEF = 'EDAFAH'

H

ELSE

{

[Current]

@ DEF ="INDEF"

H

In example 1, the first condition of rule 1 is applied and the word ‘(=>%’ ‘malAyiyn’ ‘millions’ is INDEF. In example 2,
the second condition of rule 1 is applied and the word ‘>’ ‘malAyiyn’ ‘millions’ is EDAFAH. In example 3, the
default of rule 1 is applied and the word ‘g’ junayohAt” ‘pounds’ is INDEF.

Ex. [1] 5adle 9 4l cils
wakAnatotakolifathu 9 malAyiyn

Ex. 2] 4 Gudle 9 aials ¢l
wakAnatotakolifathu 9 malAyiynjunayoh
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Ex. [3] Sleia 9 4ials el
wakAnatotakolifathu 9 junayohAt

Although this part is dedicated for setting the indefiniteness feature, but in some cases to avoid the overlapping, some
words that are EDAFAH are assigned here.

2.3 Rules for Setting the Word as (EDAFAH)
In this part, some rules for setting the word as EDAFAH have been extracted and formulated. The simplest rule related to

describing the analyzed nominal, adjectival or adverbial words as EDAFAH when the suffix of the word contains ’
‘A/N_SUF’, ‘s *ayo/N_SUF’ or ‘iy/N_SUF’, &% ‘atayo/N_SUF’ ‘&’ ‘atA/N_SUF’, ‘s ‘uw/N_SUF’ or if it contains a
possessive pronoun suffix ‘POSS_SUF’. Examples of these words is ‘=) ‘rajulA’ ‘man’, ‘G&s’ ‘HalaqatA’

‘rings/circles’, ¢ salus’ ‘musolimuw’ ‘Muslims’ and ‘4« ‘qalamhu’ “his pen/pencil’.

One of the extracted rules related to the EDAFAH states that if the word to be assigned EDAFAH is ‘JS” ‘kul~ “all’ and
the next word is ‘mA/PRON’ or ‘man/PRON’ then this word is assigned as EDAFAH as rule 2 shows:
Rule [2]:
(Stem [Current] = 'kul~/NOUN' & Suf [Current] =" & (Stem [Next] = 'mA/PRON") ||
Stem [Next] = 'man/PRON")
{
[Current]
(@ DEF ='EDAFAH'
}
In example 4, the rule 2 is applied and the word 'JS kyl~ 'all/every' is EDAFAH.

Ex. [4] gokiion (e IS e b mall

AloHaj~ufaroDNEalaYkul~imanoyasotaTiyEu

After applying all the EDAFAH rules, a default value is assigned for other words that are not governed by any rules. This
default value is selected depending on what is more frequent in the data set. The selected default value is ‘EDAFAH’.
For more details about the extracted rules to identify the definiteness feature, see [25].

3. Extracted and Formulated Case Ending Rules:

After detecting the stem pattern of each word that have root in Arabic, detecting the transitivity of each verb in dicStems
of BAMA and extracting rules for detecting the definiteness feature, the rules for detecting the case ending are extracted
and formulated in a generalized format.

The extracted rules here may be divided into five main categories; rules for detecting the imperfect verb case ending,
rules for detecting the case ending of nouns, rules for detecting the case ending of some proper nouns, rules for detecting
the case ending of adverbs and finally rules related to detecting the case ending of adjectives. These rules take into
consideration the phrases in which each of the previous categories occur.

3.1 Rules for Detecting Case Ending (MOQOD) of the Imperfect Verb:
The imperfect verbs in Arabic are influenced by subjunctive and jussive particles and command verbs. In the current
proposed system, if the imperfect verb is not preceded by any of these conditions, the default mood in this case will be

the indicative mood '¢ 8 »'. Only imperfect verbs that contain a suffix of third masculine/feminine singular subject, its
mood needs to be detected as well as its case ending diacritics.

Although it seems that the rules for imperfect verbs are easy to extract, this is not the case where there are some
limitations that violate the rules since the rules are limited to use a window of -3 words before the focused word. For

example, the word ‘zai’ ‘yanojaH’ ‘succeed’ in a sentence like ‘CA-H Ll a0 :WJJJ’J )5\3;' o<
‘manoyu*Akirdurwshubijid~ dA}imAyanojaH’ ‘who studied his lesson hardly always will succeed’ is in jussive mood
where it is influenced by the jussive particle ‘=’ ‘man’ ‘who’, but unfortunately it will be assigned as indicative. In
addition to the previous limitation, there is another limitation where there are some jussive particles that are also used as

>

indicative particles as ‘%’ ‘man’ ‘who’ and Y’ ‘1A’ ‘not’. For example, the word ‘(w’ in sentence like ‘CA.\J‘)S\J; 5%y
‘manoyu*AkiroyanojaH’ ‘who study will succeed’is a jussive particle while in a sentence like ‘22 )'S\A; O ey jA'a

man yu*Akirubijid~K’ ‘who study hardly came’ it is an indicative particle. So, in some cases the rules will be able to
detect the mood correctly, but in other cases it will fail.

172



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016 ESOLEC2016

There are a number of rules that have been extracted and formulated to be implemented in the current proposed system
related to the imperfect verbs. One of these rules states that if there is a verb phrase begins with an imperfect verb that its
mood and case ending diacritic is not detected yet and it is preceded by another verb phrase that contains only a
command verb, then the IV must be in jussive mood, but its case ending depends on the type of the verb:

1. The geminated verb ¢ AY) Cias’: the case ending of the jussive mood is fatha ‘=" ‘a’.

2. The defective verbs ‘agiiall J2dl)’: in the case of jussive mood any verb that ends with any of the weak letters

.6 6

‘Aall Cagya’; ¢ 5 ‘w’ preceded by damma ‘4’ as in ¢ ;j;'u;’ ‘yagozuw’ ‘invade/conquer’, ‘s’ ‘y’ preceded by kasra ‘o

>

B

as in ‘gfj;’ ‘yaromiy’ ‘throw/fling’ or ‘s’ Y’ preceded by fatha ‘%’ as in ‘suaié’ ‘fear/be afraid’ the case ending
should be empty, since these weak letters are omitted, but its previous diacritics is left [31].

R EPE

3. Otherwise, the default case ending diacritic of the jussive mood is sukuun ‘&’ ‘0’as rule 3 shows:

Rule [3]:
(VP/Tag [Previous] = "CV' & VP/Tag [Current] %'TV")

(VP/Stem [Curvent] %'-")
{
[Current]
(@ MOOD/Case Ending = "Jussive'/a’
}
(VP/Stem [Current] %'n’ || VP/Stem [Current] %'1' || VP/Stem [Current] %'a")
{
[Current]
(@ MOOD/Case Ending = 'Tussive'/"

}
ELSE

{
@ MOOD/Case Ending = "Jussive'/'o’
!

In example 5, the first condition of rule 3 is applied and the case ending diacritic of the word ‘:ﬂ:\,a;’ ‘yuHib~aka’ ‘love
you’ is fatha ‘%’ ‘a’. In example 6, the second condition of rule 3 is applied and the case ending diacritic of the word e

Lo
MRS

‘taEolu’ ‘rise/be elevated’ is empty due to the omission of the last letter * 3’ ‘w’where it was * taEoluw’. In example

P
° ECTINY

7, the default of rule 3 is applied and the case ending diacritic of the word ‘z> ‘tanojaHo’ ‘succeed’ is sukuun ‘&’ ‘0’
Ex. [5] 4 &) 33l
taSad~aqoyuHib~aka All~"hu
Ex. [6] alall & 06 A
{ijotahidotaEolufiyAloEilomi
Ex. [7] &% K13
* AkirotanojaHo

3.2 Rules for detecting the case ending of noun phrases:
As mentioned before, all nouns, proper nouns and adjectives have one of three cases: nominative (NOM), accusative
(ACC), or genitive (GEN). It must be noted that there are some cases in which they must not receive case ending diacritic:

o

= Nouns and adjectives ending by plural or dual suffixes such as 'O “uwna’, 'Cx' 'iyna', ' 'ayoni', ' 5" 'uw', ‘&' 'iy', 'OU
'atAni' ... etc.
= The defective noun, proper nounor adjective, if its definiteness is 'DEF' or 'EDAFAH' and its case is genitive or

nominative, for example, the word 'g;t"@\' 'AlogADiy' 'the lawyer'. The extracted and implemented rules here are
related to detecting the case ending or syntactic diacritic for words excluding these words’ types.

The noun phrases are those phrases starting with noun or proper noun. In this part, the extracted and implemented rules
have been classified according to their function or syntactic case in the sentence.

3.2.1 Rules for Detecting the Case Ending of Nouns

In this stage, rules for assigning the case ending or syntactic case for nouns are divided into three categories; i) rules for
setting the case ending as nominative, ii) rules for setting the case ending as accusative and iii) rules for setting the case
ending as genitive.
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One of these rules states that if there is a noun phrase preceded by "&F am~A' as for/concerning' or "Q}]‘ 'lawol A" 'if not'

and the case ending diacritic is not detected yet, then the noun must be in nominative case taking into consideration the
definiteness feature:

If the noun is 'INDEF' then the noun must receive nunation (TanweenDamma '4"), but if the noun is 'DEF' or 'EDAFAH'

nin

then the noun must receive Damma ":" as rule 4 shows:
Rule [4]:
((Stem [Previous] = ">am~A/CONJ' || Stem [Previous] = 'lawolA/CONJ") & NP/Tag
[Current] %'NOUN")
(NP/Definiteness [Current] = 'INDEF')
{

[Current]
(@ Case Ending/Syntactic Diacritic ="N'

}
(NP/Definiteness [Current] = "DEF' || NP/Definiteness [Current] = '"EDAFAH")

{
[Current]
@ Case Ending/Syntactic Diacritic ="u'

H

In example 8, the first condition of rule 4 is applied and the case ending diacritic of the word '(33a' ‘SadiyqN’ “friend” is

Tanween Damma '’ 'N'. In example 9, the second condition of rule 4 is applied and the case ending diacritic of the word

o [EAN]

tsgdm ‘Sadiyqu’ ‘friend’ is Damma '' 'u

Ex. [8] L il J Gale Wi
lawolASadiygNliy>axobaraniybiAlo>amori

Ex.[9] GAl K e aB liih gaaia bl
>am~ASadiyquTufuwlatiyfalahumin~iykul~uAloHub~i

Another rule states that if there is a noun phrase preceded by a number ending by 11-99 and the case ending diacritic is
not detected yet, then the noun must be in accusative case taking into consideration the definiteness feature:

If the noun is 'INDEF' then the noun must receive nunation (TanweenFatha ''), but if the noun is 'DEF' or 'EDAFAH'

then the noun must receive Fatha '&' as rule 5 shows:
Rule [5]:
((WF [Previous] %"'11-99' & NP/Tag [Current] %'NOUN")
(NP/Definiteness [Current] = 'INDEF")
{

[Current]
@ Case Ending/Syntactic Diacritic ='F"

!
(NP/Definiteness [Current] = 'DEF' || NP/Definiteness [Current] = 'EDAFAH')

{
[Current]
(@ Case Ending/Syntactic Diacritic ="a'

)

In example 10, the first condition of rule 5 is applied and the case ending diacritic of the word 'E\f\;\f\"nabotapF'
'sprout/seedling' is TanweenFatha '>' 'F'. In example 11, the second condition of rule 5 is applied and the case ending of
the word 'L,\;\L' 'TAliba' ‘student’ is Fatha '' 'a'.

Ex. [10] Gel3) 465 30 Lufial
{i$otarayotu 30 nabotapFlizirAEatihA
Ex. [11] Jiae J) 13805 e Gl 1556 :la
jA'a 1556 TAlibaEilomKwA fidAF<ilaYmiSora

174



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016 ESOLEC2016

3.2.2 Rules for Detecting the Case Ending of Proper Nouns
The Proper Noun is the definite noun that refers to a specific name of someone, something or some place. It is the given
name and it does not need any other word or syllable to be added to specify it. It is definite by itself.

In Arabic, the proper nouns can be a single name (one word), such as, ‘_uas’ ‘miSor’ ‘Egypt’, ‘2aas’ ‘muHam~ad’
‘Mohammed’, or ‘3yUac’ ‘EuTArid’ ‘Mercury’, and it can also be a compound name (two words), such as, ‘4 xe’

‘EabodAll~'h’ ‘Abdu Allah’, © S )._j’ “>abuwbakor’ ‘Abo Bakr’.

As concerning for detecting the case ending for the proper nouns, the Arabic Language Assembly states two opinions for

setting the case ending for the consecutive proper nouns [31]:

1. The first opinion states that: if the first proper noun of a sequence of consecutive proper nouns is the first name of a
person and the others are the father name, grand father name, nick name, ... etc., then the first one is assigned its
syntactic case according to its context and the other proper names are EDAFAH, thus assigned a genitive case ending.
The reason for considering these proper nouns as an EDAFAH is that in the ancient Arabic there was a word between

each of these nouns; ' ' 'bin' 'son of, but in modern Arabic it is deleted which is accepted linguistically.

2. The second opinion states that: since it is difficult in most cases to detect whether the consecutive proper nouns are
belonging to the same person or more than one person, then it is preferred to deal with these proper nouns by

assigning a sukuun 'o' '%' at the end of each one of these proper nouns. This approach depends on an idea that suggests
that these proper nouns should be dealt with as if they are followed by a pause.

Oxasdl aal e el ol by ¢ e e deae Jile tdie b Al eV e (0d) G e DV e e b gl i)'
HETTo

ALEYL b Lo aay caadise n JY) olall Cpns 1Y)

() s Jamnsll 2] IS e (8 2 S
In the process of selecting one of these approaches to be followed in assigning the case ending of the proper nouns, we
found that the used corpora for both the training and testing follow the second approach for assigning the case ending of

the proper nouns without assigning any case ending. Consequently, for achieving the best results the same approach has
been followed.

It must be noted that although the case ending of the proper nouns will be sukuun, we need to extract some rules for
determining the case ending or the syntactic case, since they will be used in detecting the case ending or syntactic case of
the succeeding words. For example, in the appositive relations '@\}ﬂ\' 'Alt~awADbiE'; adjectives, coordinated elements and

nouns in apposition are assigned the same case ending of the preceding element.

One of these rules states that if there is an intransitive or indirect transitive verb is followed by a proper noun, which its
case ending is not detected yet, then the proper noun must in the nominative case, taking into consideration the pattern

feature and if there is 'JV" 'Al' definite article or not. All proper nouns are definite, however some proper nouns could be
prefixed by 'JV 'Al' definite article, such as "5, &l 'AlogAhirap' 'Cairo:

If the proper noun contains ‘JV” ‘Al’ the definite article, then the proper noun must receive Damma 'u' '¢'. But, if the
proper noun does not contain ‘d”” ‘Al’ the definite article and its pattern is not a diptote pattern, then it must be assigned

with nominative nunation (Tanween Damma '#"). Moreover, if the proper noun does not contain ‘J’’ ‘Al’ the definite
article, its pattern is a diptote pattern, and does not have pattern or contains taa marbouta ‘5’, then it should not be

assigned with a nunation and in this case its case is(Damma '%') as rule 6 shows:
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Rule [6]:
((Tag [Previous] is VERB & (Transitivity [Current] = “NERG” || Transitivity [Current] =
“TSTI™) & NP/Tag [Current] %'NOUN_PROP')
(NP [Current] %'Definite Article')
{
[Current]
(@ Case Ending/Syntactic Diacritic ="u’
H
(NP [Current] %'Definite Article')

(Pattern [Current] is diptote || Pattern [Current] = *“** || NP [Current] %*“ap”)
{

[Current]

@ Case Ending/Syntactic Diacritic ="u’

)

(Pattern [Current] is not diptote)
{
[Current]
(@ Case Ending/Syntactic Diacritic ="N"'
H
H

In example 12, the first condition of rule 6 is applied and the case ending diacritic of the word ‘ij{slﬁ\’ ‘AlogAhirapu’

2
1t

‘Cairo’ is Damma '<*' 'u'. In example 13, 14 and 15 the second condition of rule 6 is applied and the case ending of the

2

s 0% - . . Loyt .
words ‘Xeal “>aHomad’ ‘Ahmed’, ‘A )l ‘<iborAhiym’ ‘Ebraheem’ and ‘4alul” “>usAmap’ ‘Ossama’ is Damma '5' 'u'.

In example 16, the third condition of rule 6 is applied and the case ending of the word Xa% ‘muHam~ad’ ‘Mohammed’
is Tanween Damma ‘& ‘N”.
Ex. [12] AaJUadl s dalaild a2e (e Hall Cipiie)
{iEota*aratoAloqAhirapuEanoEadami {isotiDAfapiHiwAriAlomuSAlaHapi
Ex. [13] okl J) il cal
*ahaba>aHomadu<ilaY Alomdorasapi
Ex. [14] \)S.m Ay Al
nAma<iborAhiymumubak~irAF
Ex. [15] el e
sakata>usAmapu
Ex. [16] DS Yk Ja8)
{inofaEalamuHam~adNkaviyrAF
Such rules help in detecting the case ending of adjectives or appositions if they follow the proper nouns as example 17
shows:
Ex. [17] &35 G b6 28,80 Galal gy culidsl il ez
{iEota*aratomAdoliyn>uv&;lobiyrA};itwaZiy}apuAloxArij iy~apiAlo>amoriykiy~apiEano mA Hadava

In the previous example, the noun phrase ‘4-,:54,).«3!\ 3-): 213:“ %jg)'j’ ‘waziyrapuAloxArijiy~apiAlo>amoriykiy~api’ ‘US
Secretary of State’ is in apposition relation with the noun phrase ‘Qg\).d j b;\}i\.z’ ‘mAdoliyn>uwlobiyrAyit’ ‘Madeleine

Albright’. In this example, the word ‘ij.@'}’should have the same syntactic case of ‘(A& which is in this case the

I3

nominative case Damma ‘2> ‘u’.

3.3 Rules for Detecting the Case Ending of Adverbs:

The circumstantial accusative in traditional Arabic grammar is known as HAl (J=). A word in this syntactic role
describes the circumstances under which an action takes place. The dependent word in the HAl relation is in the
accusative case [32].
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In this part, the extracted rule is easy to detect where there is only one rule with two conditions for detecting the case
ending for adverbs. This rule states that if there is an adverb phrase (ADP) and its case ending diacritic is not detected yet,
then this adverb must be in accusative case taking into consideration that the definiteness of the adverb is INDEF and

plural feminine suffix ' 'At':
If the adverb contains feminine plural suffix'l', then the noun must receive Tanween Kasra 'o' 'K' not Tanween Fatha %'

'F', else the default case is nunation (Tanween Fatha '>''F") as rule 7 shows:

Rule [7]:
(ADP/Tag [Current] = "ADV")

(ADP/Suf [Current] = 'AUN_SUF")
{
[Current]
@ Case Ending/Syntactic Diacritic = "K'
}

ELSE
[Current]
@ Case Ending/Syntactic Diacritic ="F'

}
In example 18, the first condition of rule 7 is applied and the case ending diacritic of the word 'i_\u‘— > yusa"'musoriEAtK

‘hurrying/in a hurry' is TanweenKasra '¢:"K'. In example 19, the default condition of rule 7 is applied and the case ending

of the word "4 )Lx:a"musoriEapF’ 'hurrying/in a hurry' is Tanween Fatha 'F' '%'.

Ex. [18] leyis Sl &gl
jA'atoAlofatay AtumsoriEAtK

Ex. [19] deyla &idl Eola
jA'atoAlobinotumusoriEapF

3.4 Rules for Detecting the Case Ending of Adjectives

The extracted and implemented rules for adjectival phrases depend primarily on the syntactic case of the preceding
nominal phrases (a proper noun or noun) since any adjective agrees with the noun it depends on in the syntactic case;
nominative, genitive or accusative. It also agrees in terms of gender, number and definiteness. More than one adjective
can depend on the same noun.

When extracting and implementing the rules for adjectival phrases it must be noted that an adjective depends primarily
on the syntactic diacritic of the preceding noun phrase not the case ending diacritic.

In example 20, the word 'QSE? >amAkina' 'places' is an indefinite diptote noun that is preceded by a preposition, so its

EAN

case ending must be Fatha '&' 'a' notTanweenKasra 'K' 'c'. However, when trying to detect the case ending of the word
'§3g9'c"EadiydapK' ‘numerous/many' which is an adjective in this case, it must be taken into consideration that it is in
genitive case as the preceding noun, but it does not receive the same case ending Fatha 'a' '&'. In this example the word

'BJ:\J&' receives Tanween Kasra 'K' '¢' since it is indefinite not diptote word. Consequently, it agrees with the preceding
noun in syntactic case; genitive but not in case ending diacritics.
Ex. [20] saue oW ) a5l atb s S
sAfarafiytilokaAlofatorapi<ilaY>amAkinaEadiydap

There are a number of rules that have been extracted and implemented for detecting the case ending of the adjectival
phrases. One of these rules states that if there is an adjectival phrase preceded by a nominative noun and its case ending
diacritic is not detected yet, then this adjective must be in nominative case taking into consideration the definiteness and
the pattern features:

If the adjective is 'INDEF' and the pattern is from the diptote patterns then the noun must receive Damma 'u' '#', but if the
noun is 'INDEF' and the pattern is not from the diptote patterns then the adjective must receive nunation (Tanween

[ REX]

Damma '%"). Moreover, if the noun is 'DEF' or 'EDAFAH' then the adjective must receive Damma 'u' '&' as rule 8 shows:
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Rule [8]:
((Tag [Previous] = 'NOUN' || Tag [Previous] = "NOUN_PROP') & Syntactic Case |[Previous|
= 'Nominative' & AP/Tag [Current] ='ADJ'")
(AP/Definiteness [Current] = "INDEF")
{

(Pattern [Current] is diptote)

{

[Current]

(@ Case Ending/Syntactic Diacritic = 'u’
i

(Pattern [Current] is not diptote)

{
[Current]
@ Case Ending/Syntactic Diacritic = 'N'
)
}
(AP/Definiteness [Current] = "DEF' || AP/Definiteness [Current] = "EDAFAIL'")
[Current]

@ Case Ending/Syntactic Diacritic = 'u’

H
In example 21, the first condition of rule 8 is applied and the case ending diacritic of the word '¢)3a3" 'xaDorA'u' 'green’

is Damma '4' 'u'. In example 22, the second condition of rule 8 is applied and the case ending of the word :,waia
'musin~N'" 'old aged/senior/superadult' is Tanween Damma 'N' '%'. In example 23, the third condition of rule § is applied

and the case ending of the word ‘:*-glnl\ 'AlT~ay~ibapu' 'good nature/goodness’ is Damma '4' 'u'.

Ex. [21] ¢hlad Silalia gy 355
Tanota$irubihAmisAHAtNxaDorA'u

Ex. [22] 5 cledd den Gue (45 58
qAmarajulNmusin~NbijamoEitabar~uEAtKkaviyrapK

Ex. (23] Akl 5K A 4K
AlokalimapuAlT~ay~ibapukaAl$~ajarapiAlT~ay~ibapi

For more details about the extracted rules for detecting the case ending, see [25]. Table 1 shows the number of the Arabic
extracted linguistic rules for being used for syntactic processing levels:

TABLE 1:
EXTRACTED RULES FOR SYNTACTIC PROCESSING LEVEL.

Rules Type Rules No.
Syntactic Rules 473
Definiteness Rules 46
Total No of Rules 420

4 THE CURRENT PROPOSED SYSTEM

The task of the syntactic processing level is to predict the syntactic case of a sequence of morphologically diacritized
words given their POS tags, definiteness, stem pattern and/or transitivity and hence assigning the suitable case ending
diacritics. Some limitations violate the rules for setting the case ending of syntactic diacritic, since the rules are limited to
use a window of -/+3 words before the focused word.

As mentioned before, the output of the morphological processing level from a system we have developed is used. The
morphological algorithm in this system makes use of the relations between the words and their contexts, whether the
preceding or the succeeding words. In addition, the adopted syntactic algorithm is a rule-based approach that simulates
one of the language processing approaches that computes a basic analysis of sentence structure rather than attempting full
syntactic analysis; shallow syntactic parsing. It is an analysis of a sentence which identifies the constituents (noun groups,
verb groups, prepositional groups adjectival groups, adverbial groups), but does not specify their internal structure, nor
their role in the main sentence. Before diacritizing the word syntactically, its POS tag is checked first. Using the POS tag
of the word, it is decided how the syntactic diacritization of this word should be handled. Figure 3 shows the general
design of the adopted algorithm for the current proposed system.
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Figure 3: General Design of the Adopted Algorithm for the Proposed System

The extracted rules for detecting the imperfect verb case ending, the case ending of noun, the case ending of adjectives,
the case ending of adverbs and the case ending of some proper nouns have been implemented in the current proposed
system, taking into consideration the phrases in which each of the previous categories occur. In this level, the validation
data set is used in validating the extracted rules. Figure 4 shows the output results of an example after implementing the

case ending rules:

Sl ki L) ) S 50 S8 L) U e e

)JLA 1 i};\ ¢ LQJL\.“ (';.u:Ll J.“ L_l_\;_m.“_j bJ‘JU\ u,u.‘c;.q _9.;4.{: J}a.m c_?“':‘i):“
5, 40 A_J\Jml)ﬂu 16 01 S50 i g8 Lh) C_ﬁs\ Al sl 195 ¢ J)

5’\.'43']\ dg \j.q.\ lae” g dﬁf«l\ sla 3 il }.\jm XTI db:; ‘
55 31 ae e SBT3 Gy Lla el ol e

Figure 4: The Output after Applying Syntactic Rules for Setting the Case Ending Diacritics

5 RESULTS AND EVALUATION

In this stage, the syntactic Word Error Rate are used to evaluate the system results. What is meant by the syntactic WER
is the percentage of words that have at least one syntactic error but doesn’t have any morphological error. This means
that if a word has both syntactic error and morphological error, it will be counted in the morphological error only.The

179



The Sixteenth Conference on Language Engineering 7-8 Dec. 2016 ESOLEC2016

testing data set has been used to evaluate the system results andthe best syntactic diacritization achieved by the system is
9.36%.

When checking some syntactic errors, it has been noticed that detecting POS, transitivity and definiteness wrongly leads
to have wrong syntactic case. In addition to these features, the extracted and implemented rules from the training data set
to detect the case ending depending on a window of -/+ 3 also limits the system in some cases from detecting the

syntactic case correctly. In example [24], the word "—aaa" "hadaf" "goal/target" has assigned definiteness as "EDAFAH"

as a result of considering "us 4" "waHiyd" "alone" as "NOUN_PROP". This problem leads to set the case ending as "¢"

lliu not llv:,:vv llKll.

Ex. [24] ajcida Al 8 el pae 3
baEodaEadamiAln~ajaHifiy<iHorAziHadafiwaHiydo

A. Comparing the System with Other State of the Art Systems

A comparison between the performance of syntactic results of the current proposed system and some of the most relevant
state of the art systems is reported. In order to have an objective evaluation of the system, the same testing data (LDC’s
Arabic Treebank) that was used in the other systems was used to compare the results.

The used testing data is a part of Arabic Tree Bank part 3 (ATB3) form “An-Nahar” Lebanese News Agency. It consists
of 91 articles (about 52.000 word) covering the period from October 15, 2002 to December 15, 2002 [4].

Table 2 shows the comparison between the current proposed system and some of the state-of-the-art systems in terms of
the syntactic diacritization.

TABLE 2:
COMPARISON OF THE SYNTACTIC DIACRITIZATION WER
Systems Syntactic WER

Habash 9.4%
Zitouni 10.1%
Rashwan (2011) 12.5%
Rashwan (2015) 9.9%
Abandah, et al., (2015) 8.93%
Metwally, Rashwan, & Atiya (2016) 9.4%
Chennoufi & Mazroui (2016(b)) NA
Current System 9.97%

The comparison indicates that [14], [13] and [15]outperform the current proposed system's results in the syntactic
diacritization. However, the current proposed system’s syntactic results are still close to these results.

6 CONCLUSION

Most related works to syntactic diacritization depend in their systems on many of statistical approaches. The evaluation
of the proposed system has been done using syntactic WER and it is made in comparison with other best state of the art
systems. In order to have an objective evaluation of the system, the same testing data (LDC’s Arabic Treebank) that was
used in other systems was used to compare the results. The best syntactic diacritization achieved is 9.97% compared to
the best-published results, of [14]; 8.93%, [13] and [15]; 9.4%.Since we work on the syntactic diacritization by following
a rule-based approach as a trial to enhance the syntactic diacritization output, these results are expected to be enhanced
by extracting more Arabic linguistic rules, adding more semantic features, using different machine learning techniques
for syntactic processing level and implementing the improvements by working on larger amounts of data.
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Abstract—This paper calculates developmental index of language growth in Egyptian Arabic based on a corpus consists of
spontaneous speech samples from10 children S boys and 5 girls from 1.7 to 4 years. Depending on 30 minutes transcripts of
spontaneous speech production the following properties of collected data were analysed: size of vocabulary and frequency of
word use in relation to age (development of types and tokens) and individual differences in vocabulary size. The contribution
of the current study lies in the use of vocabulary profile results as a measure of potential indicators of developmental language
delay. The results provide a new measurement tool for lexical growth at different developmental stages.

1 INTRODUCTION

This paper is a corpus-based study rooted in the so-called CHILDES (Child Language Data Exchange System) [1]. The
objective of the present study is to describe the size of vocabulary in relation to age (development of types and tokens),
identify individual differences in vocabulary size. The acquisition of the lexicon is a central and complex component of
child language development. It has received growing interest within psycholinguistic research and is becoming a field of
study in its own right. At the same time, lexical development also interacts with acquisition processes in other linguistic
domains. Consequently, early lexical abilities might be indicative of following language skills. It is a question of crucial
importance, whether certain abilities belong to the normal range of individual variation, or whether these abilities should
rather be considered as an indication of a delayed or disturbed language acquisition process. To answer this question,
empirically based knowledge about the normal course of vocabulary development within a particular language has first to
be established. In this paper, a cross sectional study on early lexical development in Egyptian Arabic children is
presented to analyze vocabulary growth. The results of this study provide an important new measure to help in
assessment of language delay of Arabic language for children.

2  LEXICAL DEVELOPMENT

A. Vocabulary Growth

Normal development for young children's vocabularies has a number of applications in research design, assessment, and
intervention that is very difficult to obtain before. While English and most Indo-European languages have a long tradition
of examining aspects of child language production by computing different developmental indices from spontaneous
language samples while, these aspects are lacking in this valuable area of research in Egyptian Arabic language. This
may be partially because of the lack of longitudinal corpora of Arabic child language, large corpora or the appropriate
set-up for experimental studies. Bridging this gap, this paper provides the first systematic cross-sectional study of the
validity of TTR (type token ratio) developmental index in Egyptian Arabic language to measure vocabulary growth.
Lexical development is usually measured on the number of new words entering a child’s vocabulary as they acquire a
language. Statistical information is usually computed from spontaneous language samples of children in conversation or
narrating a story. One of the first measures used in this context is the type-token ratio (TTR) or the ratio of new words
(types) over the total number of words (tokens) in a speech sample. The categorical terms “types” and “tokens” are two
important concepts in lexical analysis. If a text is 100 words long, we say it has 100 tokens. However within that text,
there may be many words that are repeated, and as a result, there could be only 30 different words in the text in which
case, we say there are 30 word types. The type vs. token ratio (TTR) is an important criterion that linguists use to
evaluate lexical diversity in lexical analysis[2], introduced the index to child corpora and found a consistent ratio of
around one different word for every two words uttered, independently of variables such as age range and gender.
According to [3], “Templin’s data are applicable only with children between the ages of 3 and 8 years”. However, later
work has shown that TTR depends on the size of the input transcript. That is, language samples which contain larger
numbers of tokens give lower values for TTR and vice versa. As the children start producing longer utterances and
language samples, a greater part of their acquired lexicon emerges and, as a result, the number of available new word
types that could potentially be introduced decreases. Type and token frequency data, a major variable in psycholinguistic
research, can be derived from corpora only. Language researchers and applied linguists working on a wide range of
topics frequently need indices that quantify the range or number of different words in a text or conversation. Such
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measures are variously conceptualized as reflecting for example, lexical range and balance [4], total vocabulary size [5].
from a more negative perspective, particularly in the investigation of language disorders, measures are often seen as an
index of repetitiveness manifested as perseveration in dementia and schizophrenia; speech automatisms in aphasia;
echolalia in autism and mental deficiency. [3] cited [6] and admit that the values compared when determining TTR, the
total number of words in a specified language sample and the total number of different words in the same language
sample, are most valuable for evaluating the appropriateness of the child’s vocabulary development. According to [3],
“reductions in the total number of different words and the total number of words have been implicated as potential
indicators of developmental language delays or disorders.

In this study the quantitative measures are used rather than qualitative to give general insight into the number of words
known, but do not distinguish them from one another based on their category or frequency in language use. They have
developed to make up for the widely applied measure type-token-ratio (TTR).This paper will proceed as follows: we will
review a related work in Section 3. Method and procedures will be explained in Section 4. Next, we will present the
results in Section 5, discuss them, and conclude with a summary of the importance of our findings in Section 6 and 7.

3 RELATED WORK

The following section presents a brief outline of some relevant findings in vocabulary development of children
literatures.[7], as cited in [3]reported that at 18 months, normally-developing children had the ability to produce 22
meaningful and different words[8]and[9], as cited in[3], argued that the normally-developing 18 month-old child could
produce nearly 50 different words[10], as cited by [3] asserted that the mean age at which children typically were capable
of producing 50 different words was 19.75 months[11], [10] as cited by [7], as cited by [3]reported that the typically-
developing 21 month-old toddler produced roughly 118 different words. [12] found that a control group of children, who
were of mean age of 23 months, produced an average of 189.5 words. According to [13], toddlers between the ages of
23-25 months received total vocabulary scores of 196.24 words[14], as cited by [3]reported that the expressive
vocabulary size of typically developing 2 year-old children was, at least 150 words.[15]found that at 30 months, children
produced an average of 264.50 words. [16], as cited by [3] conducted a study obtaining TTR values for children under 3
years of age; however she only reported the TTR values, and not the total number of words or total number of different
words necessary to compute TTR. There are a number of references showing typical TTR values for children across early
development. [2], as cited in[3] norms for children between the ages of 3; 0-3; 5 shows total average of words 204.9 and
total average of different words 92.5 TTR 0.45 while the mean score of the data collected from children between the ages
of 2; 4 and 2; 9 is 140 and total average of different words 62.2 with TTR 0.447. In Emirati Arabic[17] found that there is
no correlation between age and TTR was found in six children.

4 METHOD

The pre-compiled corpora include cross-sectional studies investigating the speech of 10 children in certain activity
contexts (e.g. toy-playing-asking question, describe pictures). Five boys and five girls were selected randomly with no
language delay from a nursery in Alexandria ranged from 1.6 to 4 years with a mean age 2.77 transcribed in chat format
[1]. The children were split into five age groups each group contain (one boy-one girl) as shown in Tablel. All children
were normal and their first language is Arabic. The corpora contain 25,645 transcribed words from all 10 transcribed chat
files. The summary of statistics of the corpus data is shown in Table2.The command in CLAN program that was used in
the current research is FREQ (frequency) command. This command stands for Frequency Analysis. It is powerful and
quite flexible, permitting frequency analysis. FREQ counts the frequencies of words used in selected files. FREQ
produces a list of all the words used in the file, along with their frequency counts, and calculates a type—token ratio. The
type—token ratio found by calculating the total number of unique words used by a selected speaker (or speakers) and
dividing that number by the total number of words used by the same speaker(s). It is generally used as a rough measure
of lexical development. The following command freq +t*CHI farah.cha looks specifically at a child’s tier. The output
printed in the CLAN window comes in alphabetical order. Using this command, researchers can count the number of
words appearing in selected files; in addition, the ratio of different words (Types) to the total number of words (Tokens)
Type-Token ratio (TTR) of words can be reported.
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TABLEI
AGE RAND GROUPS

No Age Range | Number of Children
1 1.6 -2 One boy and one girl
2 2-2.6 One boy and one girl
3 2.6-3 One boy and one girl
4 3-3.6 One boy and one girl
5 3.6-4 One boy and one girl
Total | 10
mean | 2.77

TABLE 2

THE SUMMARY OF STATISTICS OF THE CORPUS DATA

Age | Number of Number Total
investigator of child
items items
19 1070 Mot, 376 1765
Inv311
21 1122 385 1507
26 1448 Mot, 699 2914
Inv 760
28 1882 1109 2987
34 1351 627 1978
36 1949 1269 3226
41 657 2407 3059
42 1380 1323 2701
43 1686 1162 2844
44 1252 1414 2664
Total | 14,868 10,777 25,645
3000
2500
2000
_-? 1500
1000
500
0
19 2 2% 28 34 6 4l 2 a3 14
Age (vears)

Figure 1: Growth patterns of age and word(tokens)

TABLE 3
FONT SIZES FOR PAPERS
Age Types Tokens TTR
19 165 376 0.43
21 104 385 0.27
26 251 699 0.35
28 378 1109 0.34
34 333 627 0.53
36 373 1269 0.29
41 847 2407 0.35
42 547 1323 0.41
43 455 1162 0.39
44 546 1414 0.38
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Figure 2: Growth patterns of age and TTR

5 DISCUSSION OF RESULTS

The results presented in Table 3 on spontaneous use of words in 10 Egyptian children contribute to show a picture of the
process of lexical development in Egyptian children from the 19 months to four years. The results of vocabulary size in
the groups can be illustrated by the language profiles of single cases. The rate at which children continue to accumulate
new words in the second and third year of life differs individually. Looking at single cases as well as larger samples,
varying growth patterns have been demonstrated. The vocabulary size increased from19 to 26 months gradually. A
sudden acceleration in the rate of vocabulary growth has been reported around the age of 28 months (1109). This
widespread phenomenon of a rapid and sudden growth is referred to as vocabulary spurt. The observed exponential
increase in spontaneous word production in the 28 months, followed by a further deceleration, described as vocabulary
growth within a 'region of acceleration' as [18] explained. Although the findings clearly support a general trend of a
vocabulary spurt phase in the second year. The vocabularies continue increase from 36 to 41months and decrease from
42t043 months and continue to increase by the age of 44 months. The individual patterns are showing linear phases of
vocabularies growth or a spurt in the third and half year. Supporting the findings of [19] has found that children vary a
great deal in the rate at which they acquire vocabularies. Finally, the development of vocabularies in this research is
independent of variables such as gender and parental influence.

By comparing our results with the previous work we found that 21 months produce 384 words while [12] found 23
months, produced an average of 189.5 words. The children between the ages of 21-26 months show mean vocabulary
score 738 words where According to [13], toddlers between the ages of 23-25 months received total vocabulary scores of
196.24 words. The 26 months produce 706 words where [14], as cited by [3] reported that the expressive vocabulary size
of typically developing 2 year-old children was, at least 150 words. The overall findings show the vocabulary increase
gradually from 1,7 to 3,8 years. It appears that increase in early lexical abilities considered an indicator for later
grammatical complexity. Accordingly, the study shows that lexical limitations successfully serve as a reliable, early
predictor of potential language acquisition problems and sometimes, of severe and continuing disorders. This evaluation
supports the results of other studies in which lexical development is taken to be a valid predictor of further language
acquisition. A satisfactory level of lexical development is a prerequisite for grammatical development. The lexical
limitation is an indicator of a problem in the other linguistic areas such as syntax and morphology.

The results of TTR counts of all children shows that TTR size of different files in the corpus is not constant as shown in
Fig. 2. The correlation between tokens and TTR is non-linear. The vocabulary spurt affect TTR result and thus for each
child, 19 months child with 318 words show a higher TTR count 0.43score where, 44 month child with 1323 words show
TTR count 0.41score. There is a correlation between tokens and TTR, the large sample size give small TTR. For example,
the 41 months with 2407 words give 0.35 score TTR and 44 months with 1414 words give 0.38 score.TTR is declined
with increasing sample size. Therefore, any single value of TTR lacks reliability as it will depend on the length in words
of the language sample used. A graph of TTR against tokens for a transcript will lie in a curve beginning at the point (1,1)
and falling with a negative slope that becomes progressively less steep. (TTR) developmental index is not alone a valid
measure for vocabulary growth in Egyptian Arabic language. Further measure such as VOCD (measurement of
vocabulary diversity) should incorporate with TTR.

6 CONCLUSIONS

The obtained results in this research can form the base on which further research on figuring out the developmental
stages of Egyptian Arabic can be based. This is an important research project because of the fundamental lack of work in
this area of Arabic linguistics. It is obvious that further work needs to be done on Large-scale corpus-based to allow us
shed light on the mechanisms of early lexical development. This is an important step towards establishing robust
developmental stages in Egyptian Arabic language.
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Towards the Achievement of A Database of Names in
Arabic language

Fettoum Krieche
Secondary school teacher qualifying
Member of Innovations Team in Mohamadia School of Engineering in Rabat
Fettoum.krieche@gmail.com

Abstract: The study aims to provide a preliminary overview about the implementing of an
automatic database of names, so that to be able to implement an automatic lexicon of
names in Arabic language depending on the automatic verbs database of all kinds of
verbs(True Triple-Salem,True Triple- Almahmoz,True Triple Modaaf,Triple Moatal,
Quadruple Modaaf and Non- Modaaf),and that by relying on a set of computational and
linguistics steps; to produce a database that contains a range of syntactic, phonological,
morphologic, morphosyntactic and semantical information by adopting a holistic concept
about the lexicon automatic of verbs which I had programmed. I have managed out of this
study to achieve a series of linguistic conclusions.

Keywords

Machine Programming, Automatic Lexicon, Arabic Language, Database.
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