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Automatic Arabic Text Diacritization for Text-To-
Speech Systems

Sameh Alansary

Bibliotheca Alexandrina, Alexandria, Egypt

Phonetics and Linguistics Department, Faculty of Arts, Alexandria University, Alexandria, Egypt
sameh.alansary@bibalex.org

Abstract— Diacritization has a significant impact on Arabic NLP applications. Diacritized words are useful when developing
Arabic Text-To-Speech Systems (TTS), since it could reduce the ambiguity. Text-To-Speech synthesis has been the focus of a
large number of studies for quite some time now. In this paper, we present generative techniques for diacritizing the Arabic
texts and present the evaluation results for these techniques on widely available data sets. The focus of this paper is the issue of
generating diacritized numeric nouns accurately out of numeric values and diacrtizing them using Alserag diacritization
system. The system scored less than 10% error rate in the generation of the diacritized numeric nouns.

Keywords: Diacritization, Arabic, NLP, Alserag, computational linguistics, language engineering, TTS.

1 INTRODUCTION

Arabic language is a diacritized language where the pronunciation of the text is not fully determined by its spelling
characters. It needs specific marks to define the correct pronunciation and realize the meaning of the text. In addition, the
processes of grapheme-to-phoneme conversion and syllabification need also a full diacritized text to be accomplished [1].
Diacritization is crucial for many NLP applications. In particular, it is extremely useful for text-to-speech (TTS)
applications [2]. Text-to-speech system (TTS) is also known as speech synthesizer [1]. One of the most TTS challenges
of the Arabic language is the lack of diacritics and punctuation. The importance of diacritization for speech synthesis is
much more than for speech recognition since it is urgent for TTS where the correct vowels are pronounced — an incorrect
vowel may completely alter the meaning of the utterance [3].

Text to speech engine converts Arabic text into a natural, human-sounding voice output. The lack of diacritics leads to
problems for both acoustic and language modeling, because it is difficult to train accurate acoustic models for short
vowels if their identity and location in the signal is unknown and the absence of diacritics leads to a large set of linguistic
context for a given word form [4].

With the increasing number of users of text to speech applications, high quality speech synthesis is required.
Therefore, diacritization system is proposed to resolve this problem [5].Diacritization improvement in Arabic has
important implications for downstream processing for Arabic natural language processing, e.g. speech recognition ([6];
[7]), speech synthesis ([8]), and machine translation [9].

To develop highly accurate speech recognition systems for Arabic, the text or the data has to be diacritized, because it
reduces the ambiguity, another reason for the importance of the diacratization data is that, as we know Arabic dialects are
essentially spoken varieties, so building an Arabic TTS system would handle the different dialects of the spoken Arabic.
It was found that, the only available corpus that includes detailed phonetic information is the CallHome!'! (CH) Egyptian
Colloquial Arabic (ECA) corpus distributed by the Linguistic Data Consortium (LDC). This corpus has been transcribed
in both the script form and a so-called romanized form, which is an ASCII representation that includes short vowels and
other diacritic information and thus has complete pronunciation information.

Sakhr TTS overcomes the traditional challenges of TTS for Arabic language, including lack of punctuation and
diacritisation (vowel placement), with its powerful Automatic Diacritizer. The diacritizer performs language processing,
analysis, and word disambiguation. Sakhr has developed a diacritizer engine. This engine can insert the diacritics needed
in Arabic texts automatically. It is the main component of Arabic TTS. Without the diacritizer, the output of the TTS
engine would be inaccurate and unclear. Since native Arabic speakers write Arabic text without diacritics, the TTS
engine should handle the non-diacritized text. The Diacritizer will convert non-diacritized text into a diacritized text, and
then the TTS engine converts it to a clear human Arabic voice.

The Arabic language allows one or more pronunciations for most words. It allows users to force the TTS to pronounce a
word as they like. i.e. their names, countries and any specials words.

(https://catalog.ldc.upenn.edu/LDC97S45
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Sakhr TTS supports its own private user dictionary format with an assistant editing tool. It has a custom voice
development with extensive experience in creating domain specific custom voices, Sakhr can quickly produce
customized TTS voices for clients with specific brand and voice needs. Sakhr TTS is deployed across the Middle East in
IVR phone systems, directory assistance, desktop applications, mobile services, and embedded devices and products.
Sakhr TTS operates with pre-packaged voices or custom-built voices for clients. Sakhr TTS is available in both desktop
and embedded versions (https://www.alibaba.com/product-detail/Sakhr-Text-To-Speech-engine-
converting_250414834.html).

Sakhr TTS main feature is that it is supported in both male and female voices with many effects. Volume, pitch and
speed rate can be adjusted. It supports major audio formats for both telephone and desktop. In addition, it supports text
normalization that enables smart handling of ambiguous text input such as dates, time, currencies, units, abbreviations
and exceptions. It has unlimited vocabulary, unlimited text size, raw text, phonetic and prosodic input. It can handle
common Arabic errors using Sakhr Corrector.

There is another trial for TTS system for the Arabic language and it uses allophone/diphone concatenation method with
two main modules: text/linguistic analyzer and synthesizer core. The system takes a complex text as input; the text
includes abbreviations, numbers, dates, times, addresses, e-mails, and so on and the output is corresponding Arabic
speech. In this system, the output is available in one male voice only[10]. In the diacratization step, there is a per-
processing stage to the complex text where each character and its diacritic must be determined. The system uses a half
diacritized lexicon of sample Arabic words (diacritization database) developed using Microsoft Access 2003. But, in
order to obtain a fully diacritized Arabic word, the user has to add the missing diacritic of the last character to each half-
diacritized word, otherwise the default diacritic "™ will be added automatically. It is worth mentioning that some English
words were not handled in the previous stage. Therefore, the output of this module may include English words from the
previous stage in addition to the diacritized Arabic words, in the same sequence used by the user. The system also uses
what is called “FIFO” queue to reserve the order [10].

Another Arabic Text-to-Speech (TTS) system was developed at the Human Language Technologies laboratory of IBM
Egypt. The system is based on the state of the art IBM trainable concatenative speech synthesizer.

The system is composed of three major modules: a text module, a prosody module, and a back-end module [11]. The
text module includes a text normalizer, phonological analyzer, and a prosodic planner. At the text analyzer step, the text
is normalized, for example, digits are converted into their words equivalent. Moreover, the Arabic phonological analyzer
is the step, where the grapheme is transformed to phoneme, syllabification happens, and syllable stress is assigned. The
prosodic planner does some abstract prosodic planning at the text level.

The system takes the decision of relying on a manual diacritization (and not to consider the diacritization module as a
part of the IBM Arabic TTS system) is based on the fact that the all existed automatic Arabic diacritization techniques
are not mature enough to relay on them. In fact, none of the tested commercial automatic diacritization tools provided the
quality required by the current TTS client [11].

The focus in this paper is on investigation the different procedures that could generated diacritized alphabetic characters
(numeric nouns) out of numeric values occurring in the Arabic texts. These procedures are developed as a specific
module in Alserag diacritization system [12]. Alserag is an Arabic diacritizer that has been developed by Bibliotheca
Alexandrina computational linguistics team. Alserag consists of different steps: retrieval of unambiguous lexicon entries,
disambiguating between the different stored possible solutions of the words to realize their internal diacritization through
the morphological analysis step, the syntactic processing step that is responsible for the case ending detection, which is
based on shallow parsing, and finally the morpho-phonological step [12]. By and large, no available diacritization system
is able to convert the numbers (digits) into their corresponding numeric nouns yet, which is a very crucial addition to the
TTS systems. Thus, our trail and the specialized module we have developed is the contribution we offer to the field.

Section 2 will presents the rules of the numerical nouns in Arabic. Section 3 will present the grammar workflow of
Alserag diacritization system that is responsible for generating the diacritized numeric nouns in the Arabic texts. Section
4 presents the numeric values in other available diacritization systems. Section 5 evaluates the output, discusses the
results, and is concerned with the benchmarking process. Finally, section 6 concludes the paper.
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2 THE LINGUISTIC DESCRIPTION OF THE RULES OF NUMERICAL NOUNS IN ARABIC!

This section discusses the problem of converting numerical numbers into numerical nouns so that they
couldbepronounced correctly in order to be used in TTS applications. For that purpose, a module has been developed
based on rules and dictionary. After converting the numbers into numerical nouns, these numerical nouns have to be
diacritized. There are different kinds of numbers. For example, there are ordinal, cardinal, partial, decimal numbers,
hours, and so on.

In Arabic, the numerical nouns agree with the preceding or following nouns “x=ll }13 (tamiez) either in gender only or
in both gender and number. The different types of Arabic numeric nounscan be classified as follows: Units, Combined
‘Morakkab’, Conjuncted ‘Maatouf’, and “ssixll LW (AlfazAlokud). Each type will be discussed in details in the
following subsections. Each type follows certain rules. The gender of the numeric noun is based on the following noun
“all e (tamiez).

a) Units

Numeric nouns of the numbers (1 - 2) always agree with “23ll j0a (tamiez) in both gender and number. Tamiez is
always preceding the numeric nouns. For example, sentences (1) and (2):

Sentence 1: aal s Ja s 32l 53l el
Sentence 2: Ol s - sl Gyl

95

Numeric nouns for the numbers from 3 to 10 (3 - 10) disagree with the following noun “x=ll 3. (tamiez) in gender,
which is always ‘plural’ with a genitive case “,s.>". For example, sentences (3) and (4). Number 8 is written as “0l”
and treated like the cases of “uasiiall au¥1” (Al-Esm Al-Manqus) whether it is added or not. For example, sentence (5):

Sentence 3: Jlay g DL aa
Sentence 4: ploel b plie cpin yie
Sentence 5: gl (L il ol eluall (e il

b) Combined ‘Morakkab’

Numeric nouns of the numbers (11 -12)consist of two parts that always agree with the following noun “x=ll }1” (tamiez)
in gender. For example, sentences (6) and (7):

Sentence 6: Sa de bl el ke gaa)
Sentence 7: Sa ) e Wl 3 el 3_ple U

Numeric nouns of the numbers from 13 to 19 (13 - 19) consist of two parts, their first part disagrees with the following
noun‘“a=ll jue¥ (tamiez) in gender, while the second part always agrees. The following noun of these numerical nouns is
always “singular” with accusative case “—s<i” such as the sentences (8) and (9). However, the numeric noun of
number 18 has only one form, which is “3” as in the two sentences in (10):

Sentence 8: 8l 3 pde aae Dla ) e A
Sentence 9: )85 yde GO WIS b day )

Sentence 10: 3l al B ke AL jile Do) jde Al il

¢) Conjuncted ‘Maatouf’

99

Numeric nouns of the number (21) consist of two parts; the first part agrees with the following noun “2ll jue? (tamiez)
in gender, while the second part does not change. For example, sentences in (11):

Sentence 11: Sa) e 5 an) g bl yal g5k 5 53a)

While, numeric nouns of the numbers from 22 to 99 (22 to 99) consist of two parts; the first disagrees with the following
noun in gender and the second part does not change as in sentences in(12). Moreover, the following noun “all e
(tamiez) is always singular with accusative case.

1http://www.reefnet.gov.sy/ education/kafaf/Bohoth/AdadMadoud.htm
http://mawdo003.com/%D9%82%D9%88%D8%A7%D8%B9%D8%AF_%D8%A7%D9%84%D8%B9%D8%AF%D8%AF_%D9%88%D8%A7%D9
%84%D9%85%D8%B9%D8%AF%D9%88%D8%AF
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Sentence 12: 8L () gaaii g i Dl O gandi g Anai
d)  “*aséed LLIP (AlfazAlokud)

Numeric nouns of the numbers (20 — 30 — 40........ 1000) have their own orthographical form, which is constant
regardless of the gender and number of the following noun and they are assigned with case ending according to their
position in the sentences. The noun following (AlfazAlokud) “sisl) LUl is always singular assigned with the genitive
case. For example, sentences in (13) and (14):

Sentence 13: LUS G pdie— UL (gt
Sentence 14: S Ao QS YT A5G

After describing the Arabic numeric nouns in the previous sub-subsections, there is a type of numerical nouns that should
be described which is called the ordinal numeric nouns “.5 3l 231 where the numeric nouns (either it consists of only
one part or composed of two parts) agree with preceding noun‘xll j13” (tamiez) in gender. For example, sentences in
(15) and (16):

Sentence 15: ilad) Bl 5 pilel) A3l
Sentence 16: e alad) Bluiall — 5 e Al ALl

Definiteness in Arabic numeric nouns has three cases: First, numeric noun can be defined with the prefix “J” (The)and
its “2all 50a (tamiez) is still undefined. Second, cases where both are defined. Third, “x=l) 323 (tamiez) is defined
while the numeric noun is not, for example sentence (17):

Sentence 17: g_q\)lai Al g_'i\}‘a‘y\ Al ;_'q\)!\]\ A5

3  WORKFLOW OF THE DEVELOPED GRAMMAR

In Alserag system, a grammar module is responsible for converting the numerical values to their diacritized
numerical nouns taking into account the Arabic rules listed above in section 2. In addition, a word-form specialized
dictionary containing different forms of the Arabic numerical nouns has been developed. For example, the numeric value
“5” is converted to the string “uwa” ‘five’ by the rule in (1) and the string “w3” is stored in two forms “osad’and “ALad”,

rule (1) : (%y,{BLK|SHEAD})(%x,"@ordinal,"5"):=(%y) (%Xx,-[5],?[s=&],+units);

The mark “?” in rule (1) means that the form “u«3” will be retrieved from the dictionary. After applying rule (1), the
system will find that “usea” is stored in two forms. These two forms are internally diacritized as shown in figure 1:

[ L)m] {} “L)‘“'GA%”
(LEMMA= s BF=usea . EX=U,POS=CDN,MOR=WFO,LST=WRD,GEN=MCL,NUM=SNG,
PAR=M55,SEM=QTT) <ar,200,200>;

[owed] {} “3aE (LEMMA=Usid BF=0s3 LEX=U,POS=CDN,
LST=WRD,GEN=FEM,NUM=SNG,PAR=M557,ABN=ABT,SEM=QTT) <ar,200,200>;

Figure 1: The stored forms of the numeric noun “u«3” in the dictionary

The developed rules are able to disambiguate between the different forms of the string “usa” ‘five’, according to the
context and the Arabic rules describe above in section 2.

The system could choose the correct stored form of “ws3” in the context “cilié i ‘Five girls” and “Jla 4ed”
‘Five men’; when the noun following the number is feminine the rules could successfully choose the form “usd”, but
when the noun following the number is masculine, the rules could successfully choose the form “4ad”,

It has to be mentioned that the compound numbers are not stored in the dictionary, because they consist of two

TN 1)

parts where the first part is units; numbers form (3-9) as mentioned in section 2 and the second part is the string “_ic

or*s_ie”, Both the units and the numerical nouns “,&e” and“s_e” are stored in Alserag dictionary, but separately.
During the conversion of the compound numbers such as “13”, the rules convert the units by rule in (2) and then convert
the tens into the corresponding numerical noun according to the context; “1” in “13” is converted into “_&=” and

assigned with the feature “mrakab” to indicate that it is a compound noun by rule in (3).
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rule (2) : (%y,{BLK|SHEAD})(%x, @ordinal,"3"):=(%y) (%x,-[3],[£>5],+units);
rule (3) : (%x,"1","@ordinal)(%y,units):=(%y,units,+mrakab,-units)([ ],+blk)(%x,-[1],[ =],+mrakab);

However, numbers “11” and “12” are treated i Jna different way; they are stored as compound nouns in the dictionary as

@

follows: “_ic Aa"’ “SH5e AAP ke Lu\” B e \-\-u"’ “ yie (A”and G5 @u\” as shown in figure 2:

af] {3 ae Al
[,4="(LEX=U,POS=CDN,MOR=WFO,LST=WRD,GEN=MCL,NUM=SNG,PAR=M557,FRA=Y0,ABN
=ABT,ANI=NANM,SEM=QTT) <ar,200,200>;

aal] (3" sde s

[ 5= (LEX=U,POS=CDN,MOR=WFO,LST=WRD,GEN=FEM ,NUM=SNG,PAR=M557,FRA=Y0,ABN=
ABT,ANI=NANM,SEM=QTT) <ar,200,200>;

Figure 2: The stored forms of the numeric noun & 3§ in the dictionary

The numeric nouns of the numbers (20 — 30 — 40........ 1000) have two forms; the two forms differ in the case
morpheme according to their contexts. For example, 50 has the forms “0s«ea” and “(wsed”; however, they are stored in
the dictionary as one form which is the nominative form; “0 3", the system considers this form as the default one in
the analysis stage and it will generated in the correct case morpheme according to the contexts at the generation stage.

In the dictionary of Alserag system, all the Arabic numbers are diacratized, but there are not assigned with a
case ending, since it depends on the context, for example, both “4x:,"” or “é—.ui” are stored in the dictionary as “4x3)” and
“a)l” without case endings.

[&{} & (LEMM A=), BF=g, LEX=U,POS=CDN,MOR=WFO,LST=WRD,GEN=MCL,
NUM=SNG,PAR=M557,FRA=Y0,ABN=ABT,ANI=NANM,SEM=QTT) <ar,200,200>;
(LEMMA=x3, BF=x35, LEX=U,POS=CDN,MOR=WFO,LST=WRD,GEN=FEM,NUM=SNG,P
AR=M557,FRA=Y0,ABN=ABT,ANI=NANM,SEM=QTT) <ar,200,200>;

Figure 3: The stored forms of the string "&Ui" in the Alserag dictionary

After converting the numbers into the numeric nouns, the system assigns them their case endings according to their
context. For example, in the sequence “u=lasl 4 ¢la”, “4” will be converted into the string “4x: ", then the diacritized
form will be retrieved from the dictionary.The system will find two forms for the string “4= " the disambiguation rules
are responsible for disambiguating between the two forms in ﬁgure 3. The system will select the form*423, which is the
femlmne form, because the followmg noun is mascuhne uaL&u"’ ‘persons accordlng to the llngulstlc descrlptlon listed

be “‘;)AL;_“P’
For the number “44”, the rules that is responsible for converting the units in the number module will convert the first part
in the sequence “44”. Rule (4) converts “4” into “4x_” and assign it with the feature “units”. After applying rule (4), the
rule (5) will convert the second part in the sequence “44’to “0 s, and assign it the feature “maatof”.

rule (1) : (%y, {BLK|SHEAD})(%x, @ordinal,"4"):=(%y) (%x,-[3],[4=!],+units);

rule (2) : (%x,"4")(%y, {units|ordinal}):=(%y,units,+maatof,-units)([ ],+blk)(%z,[ 5])(%x,-[3],[0s=I],+maatof);

For the number “2,000,000”,the system could convert it to its equivalent numeric noun with two rules. Rule in (6)
converts “000000” to “¢sle” ‘million’ and assign it with the feature "million".

rule (3) : (%x,"@ordinal,"000000", million):=(%x,-[000000],[ ¢ s2k],+million);
Then, rule in (7) will convert the digit “2” in “2,000,000” into “J”, and it will be assigned with the feature “units”.

rule (4) : (%x,"@ordinal,"2")(%y, million):=(%x,-[2],[0%/],+units)([ ],+blk)(%y);
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For the number “1,000”, the rule in (8) converts “1000” to “<ali”. The converted number is assigned with the feature
“allaf”, which means that it is converted to thousands and this feature will be useful in forming rules that will be applied
in other cases. The feature “BLK” is a feature that refers to the blank space, and “STAIL” is a feature that refers to the
end of the sentence.

rule (5) : (%x, @ordinal,"1000")({STAILBLK}):=(%x,-[1000],[<!], +allaf)({STAIL|BLK});

For number such as “12,500”, the rule in (9) that converts the sequence “500” to “4leed™ As long as it is not
followed by other digits, it will be assigned with the feature “meaat” to indicate that it is converted to hundreds.

rule (6) : (%x,"500")("DIGIT,%y):=(%x,-[500],[4lemses] +meaat)( %y);

After applying rule in (9), the rule in (10) states that if the sequence in “12,500” contains the sequence “12” and is
followed by a sequence that has the feature “meaat” by rule in (9), then the string “<” which will be retrieved from the
dictionary with its internal diacritization will be add. The sequence will be as follows “12 alawes 5l

rule (7) : (%x, @ordinal,"12")(%y,*STAIL,meaat):=(%x)([ ],+blk)(%z,[<i)([ 1,+blk)([ s],%w)(%y);

After applying the rule in (10), the rule in (11) will be applied to convert the sequence “12” into "_ée H)" and assign the
feature “num_generated” to it. The feature “num_generated” is a feature that indicates that the sequence has been fully
converted and generated.

rule (8) : (%x,@ordinal,"12")({STAIL|":"|BLKNblk},%y):=(%x,-[12],[ s<e 8], +num_generated)(%y);

For the number “100”,the rule in (12) will convert the sequence “100” into “43«” and assign it with the feature “hundred”
to indicate that it is converted to hundreds.

rule (9) : (%x,"100")("DIGIT, %y):=(%x,-[100],[4],+hundred)( %y);

Moreover, the system could also diacritize the partial numbers. For example, the partial number “1/2” could be converted
to “aa”‘half” by the rule (13) and assign it with the feature “par num” to indicate that it is a partial number. The
numericnoun “—u=¥" will be handled in Alserag diacritization system as a common noun as stated in [12].

rule (10): (%x,"1")(%y,"/")(%z,"2"):=(%x,[—2ai], +par_num);

In addition, Alserag system is able to convert and diacritize the numbers that refer to time such as “00:02:00”, the rule in
(14) could convert these digits into “c28y” ‘two minutes’.They will be handled as regular nouns,and will be diacritized
as such [12]. It will be assigned with the feature “minutes”. In rule (14), the nodes in the left side will be suppressedand
the word “0liasy” will be generated.

rule (11): (%h,"00")(%x,":")(%m,"02")(Y%y,":")(%6s,"00"):=(%x,[ (&83] +minutes);

Finally, Alserag system also converts and diacritizes the decimal numbers such as “4.7”.Rules responsible for
converting the units as the rule in (15) could convert the digit “7” in the sequence “4.7” to “4xw”. Then, the rule in (16)
will convert “4” that precedes the dot in the sequence “4.7” and the feature “units” which is assigned to the number ‘Az’
will be changed to the feature PTN to indicate that it a decimal number and the sequence “? e (=" will be added.

rule (12): (%y,{BLK|SHEAD})(%x, @ordinal,"7"):=(%y) (%X,-[7],[4=2~],+units);
rule (13): (%x,"4")(%y,".")(%z,units):=(%x, A=) 1,bIk)(%w,[ 5])(%z,+PTN)([ 1,blk)(%y, [t sie (], +mark);

After building the number module,its performance has to be tested. During the evaluation of the module, a specialized
corpus has been used. It covers all different types of the Arabic numbers. Table (1) is a sample from the developed tested
corpus, the corpus was built in a mechanism that graded in difficulty by starting with simple numbers like units and
ending with compound numbers. The corpus also contains set of data especially to test the decimal numbers, time, and
partitive ones.
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TABLE 1: THE DEVELOPED CORPUS TO TEST THE NUMBER MODULE OF ALSERAG SYSTEM

01:00:00
02:00:00
00:01:00
00:15:00
00:00:01
00:00:59
03:50:00
00:50:18
03:50:18
10:00:00
00:30:00
08:05:00
08:15:00
08:30:00
03:50:00

112
1/3
213
1/4
2/4
3/4
1/5
2/5
3/5
4/5
5/6
6/7
7/8
8/9
9/10
21/2
51/2
33/4
4.0
4.7

100

101

122

233

1000

1001

1100

1144

1255

2000

2366
11000
11467
21588
50699
100001
200027
233003
1000000
1000001
1000002
22000002
300000003
1000000000
1000000000000

WO~ WN =

ESOLEC'2017

The first results were obtained as shown in table 2 and they were very satisfying concerning the units, tens,
hundreds and so on. The percentage of errors was mostly in the times section. After obtaining the results in table (2), they

are diacritized as table (3):
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TABLE 2: THE RESULT OF THE DATA IN TABLE 1

faal ALl il [ aly
Al el A 2a yy dsle L]
Gde Ll B e
e i & ) Ay T 2
s ks wll s
A et g Bl 2l gyl 14
Hir 5 et ¢ 480 sl ey gl L
D e ALy ARA et S Gy i s
Al g A s o 0001 Aa L e L 1 e p dsad y it AT EPES
I e et ol t e
8 pilall dat P FY iy e g Ak 4305 plll e gaal
A g g o L e 2
ety 400 Aa el e Sy e | all e zal e NG
At iy LN ALY gl ol o7 = iy
Aads o 0 g LSl daldl Aol a A i il g ey aaly | e i
A i g A8 A2 ety S¥s =i
citin] y dand oy g s A il 5 pss USSP
Bl LB RN | sl gl Al ]
s it | ppte g eyl e
S gda || ARy ey 50 Sy
o o sl
alpy opde Sy
Sy 3yyle Ly
Sy e Ly ey G2 Ly
e g
oxl Ly
S e
l"'.'.l1
Ggnaiy
&
e
iR
e
L
Gy
el
Al
Ly

TABLE 3: THE DIACRITIZED CORPUS OF THE DATA IN TABLE 2

sanl fll Raly i TH
i sl L& sal gy i
ALy , ik T
Ak e R a S e
sy =l
e T gzl eyt
Al sy s b Aoy
AL e Ay Al i e Sy A 2 il
Ay e L g A el k] sk ik y A0y il
i e i S _
#58tl Laidl o] sk e 2 A A5
s il gl Eu wall gz anl
A0 iy A Al el ale dai 4y ol e sl
‘.ij:—#j-'é _gﬁj’\lq'i.ll‘#u E—_"I _'p'u __';,E.._]
ik pedbyadiaa e P g i ll 5y g daly
iy pn y Al da e y il Lty )
e | e _',j.hij’miﬂ’-‘l'-ﬂ--lﬂ_‘-j;*
pud ey | gyl dn
e et | g ey ol s
S AL P B BT P L L T
(RS Qe
T
Ay e
ﬂuﬁt.‘u;—ﬂhﬂ
iy il
o
oyl

ESOLEC'2017
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4 NUMERIC NOUNS OF OTHER AVAILABLE DIACRITIZATION SYSTEMS

In Arabic, several available diacritization systems help the reader to articulate the text correctly. The most known
systems are the following: Harakat!'l, Mishkal?!, Farasal’l. Harakat is a system of automatic translation. It has the
advantages of all three existing approaches syntax, statistics and semantics. Mishkal is a system for diacratizing Arabic
texts automatically in order to be used in reading, teaching, and resolving the ambiguity; it uses a linguistic approach
based on stages of morphological, grammatical and semantic analysis to select the appropriate form from several possible
cases. Farasa is a national research institute; it focuses on the future needs of its stakeholders by developing cutting-edge
applied computing research, helping to identify specific problems and generating tested and proven solutions. Farasa
vision is to be a global leader of computing research in identified areas that will bring positive impact to the lives of
citizens and society.

Benchmarking the three systems concerning the generation of diacratized alphabetic characters out of numerical values
shows that Harakat, Mishkal and Farasa were not able to change the numerical values to alphabetic diacratized characters
as shown in figures 4, 5 and 6.

However, Alserag results show that the system was able to convert the numerical to alphabetic characters and diacritize
them as shown in figure7. The input used during the benchmarking is shown in sentences number 18, 19, 20, 21 and 22.

Sentence 18: e 12
Sentence 19: Cana g
Sentence 20: <€ 1000
Sentence 21:  33wli22
Sentence 22: G 66
Ii Multillect Harakat © — adds diacritics to Arabic. Learn more EJ

Arabic

Arabic with harakat

w12 By STV S V... datar Ay
s g
=i 1000
wiali 22
4y 86

Figure 4: The output of Harakat.

Ly

al5 66 51.li 22 o125 1000 &35 4 dlss 12

U:‘-l,_:_‘l:.l'q !_ljh.s
(ot V] o
oablbs

Figure 5: The output of Meshkal

[ ]https ://harakat.ae/
[2] http://tahadz.com/mishkal

[3] http://qatsdemo.cloudapp.net/farasa/demo.html
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Arabic Language Technologies  ALT Server  Demos  Farase

Py et hat fera g some fmdations to oy e Dopondoncy Parsern
= Thae dormio e confined fo process anly Bitoe sertences pos rogoest, eech senboncos strouldn' axead 30 words.
o Thvis g of Ther Lt for ber procissod shoukd ba wittin 400 charaches

Ducritizngion (i - Process boel ol alee  Claar toxt ool 2. Textlength 40 Lol e

Ay 66 . 31l 22 . i€ 1000 . ibia g dsa 12

Figure 6: The output of Farasa.

Figure 7: The output of Alserag.

5 RESULTS AND EVALUATION

This section discusses the process of evaluating and testing the number module built in Alserag Arabic diacratization
system using testing data from Arabic Language Technologies Society (ALTEC). The testing included about 3355
sentences from ALTEC data. A sample of the tested data is shown in figure 8.Those sentences in figure 8 were tested and
benchmarked with the ALTEC reference corpus and the output is shown in figure 9. According to the results obtained,
Alserag system scored less than 10% error rate.

10
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Figure 8:Sentences with numbers “Digits”.
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Figure 9: The diacritized sentences with the diacritized numeric nouns (Alserag output).
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CONCLUSION

This paper has addressed the issue of converting the numbers into their equivalent numeric nouns and diacritizing
them, after reviewing the importance of the issue. Moreover, all the previous trails were presented. The paper
presents a module that is capable of converting the numeric values into their numeric nouns, taken into consideration,
the case morpheme and case ending of the numeric nouns, whichis considered as our contribution to the automatic
diacritization field and to the text to speech applications. Alserag system is developed based on the rule-based
approach. In addition, the paper presents other available systems and how they handle the numeric nouns; however,
none of the other available systems that were mentioned could handle the numeric nouns. The diacritization system
is tested using the ALTEC data and the results of the system were evaluated against the reference. The system scored
less than 10% error rate in the generation of the diacritized numeric nouns.
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Abstract— The evaluation process of any system is very important and must be subject to certain criteria. This paper discusses
the problems of lacking a standard evaluation tool for evaluating the diacritized Arabic texts. It reconsiders the evaluation
criteria and tries to tackle the issues of calculating the evaluation measures. The paper reviews some online automatic
diacritization systems and their outputs. It presents an attempt to build an automatic evaluation tool to evaluate the quality of
the diacritization systems outputs against any reference. It also discusses the results of evaluating some available diacritization
systems outputs using the proposed tool and it sheds light on tool functionalities and the capabilities of handling different
linguistic issues.

1 INTRODUCTION

The process of evaluating any system is important in order to know the quality and effectiveness of using this system.
Evaluating the quality of automatically diacritized Arabic systems is done through measuring the extent of similarity
between the output of the diacritization system and the reference. Almost all earlier attempts for automatic diacritization
have evaluated their diacritization systems and achieved various results according to their data and their diacritization
approaches. For example, Gal (2002), tested on the Quran text, and achieved 14% word error rate (WER) [1]. Vergyri
and Kirchhoff (2004) used acoustic features in conjunction with morphological and contextual constrains to train a
diacritizer. They evaluated their automatic diacritization system on two corpora, namely FBIS and LDC Call Home ECA,
and reported a 9% diacritics error rate (DER) without case ending, and 28% DER with case endings [2]. Nelken and
Shieber (2005) used a cascade of probabilistic finite state transducers trained on the LDCs Arabic treebank news stories
(Part 2). They achieved an accuracy of 7.33% and 23.61% WER without and with case ending respectively [3]. Zitouni et
al. (2006) trained a maximum entropy model for sequence classification to restore diacritics for each character in a word.
For training, they used the LDCs Arabic Tree-bank (Part 3, version 1.0) diacritized corpus. The maxEnt system achieved
5.5% DER and 18% WER on words without case ending [4]. Habash and Rambow (2007) presented “MADA-D” a
system that combines a tagger and a lexeme language model. The system showed that the morphological tagger along
with a 3-gram language model were able to achieve the best performance of 5.5% and 14.9% WER respectively for
diacritized words without and with case ending [5]. Later work by Rashwan et al. (2009) (2015) used deep learning to
improve diacritization accuracy and they reported a WER of 3.0% without case ending and 9.9% WER for guessing case
ending [6][7].

They all follow the same the evaluation measures both at the word level (WER) and at the character level (DER).
However, there is no criteria for calculating DER and WER. Moreover, none of them have mentioned how they
calculated DER and WER, which would lead to the lack of standardization of the evaluation results that would cause
unfair comparison between different diacritization systems. Moreover, there is not an evaluation tool that different
diacritization systems could use to evaluate their diacritized texts against their references. Therefore, there is an urgent
need to developing an evaluation system in order to achieve standardization, which will greatly benefit the field.

This paper presents an automatic evaluation tool (DiaVator) that has been built to use in evaluating the quality of any
automatic Arabic diacritization system. Section 2 shows some available diacritization systems and their outputs. Section
3 discusses some general criteria to be considered in building an evaluator for evaluating the output of different
diacritization systems. Section 4 presents the evaluation tool in details, how it works, the functionality of the tool, and the
challenges of building the tool. Section 5 discuses experimenting the tool and discusses the results of evaluation. Section
6 includes the conclusion and future work.

2 ARABIC DIACRITIZATION SYSTEMS
A. Alserag Automatic Arabic Diacritization System?

Alserag is an automatic Arabic diacritization system developed under the umbrella of Bibliotheca Alexandrina. It is
based on the UNL technology. It can diacritize any Arabic text at different levels of details. It is a rule-based
diacritization system and has two phases. The first phase deals with analyzing the input text lexically, morphologically,
and syntactically using a highly detailed set of disambiguation rules. The second phase deals with generating a diacritized

' Will be released soon
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text by applying a set of case-sensitive rules responsible for generating a well formed diacritized text. The system was
tested on a large data and the results ware promising [8]. Figure 1 shows the interface.
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Figure 1. Alserag Diacritization System

B. Mishkal?

This project comes in a great vacuum, to provide an open source project for the diacritization. This project is called
“Mishkal” which means "kaleidoscope"; a visual tool for making decorative colored shapes. The program is
accompanied by other tools such as, morphological analysis, convert text to word list, generate various forms of name by
adding appendices such as conjunctions, definite articles and pronouns, convert numbers to words, etc. Figure 2 shows
the interface.
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Figure 2. Mishkal Diacritization System

C. Harakat®

%https://tahadz.com/mishkal/
Shttps://harakat.ae/ar
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Harakat is a system for diacritizing Arabic texts; it was developed under “Multillect” project, which is a unique idea for
automatic translation technology started in 2007 in Dubai, United Arab Emirates. The website did not mention any other
information about the diacritization project, but the service is available online.
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Figure 3. Harakat Diacritization System

D. FARASA*

Farasa (means “insight” in Arabic), is a fast and accurate text processing toolkit for Arabic text. Farasa consists of a
segmentation/tokenization module, POS tagger, Arabic text Diacritizer, and Dependency Parser. The core component of
Farasa is the segmentation/tokenization module which is based on SVM-rank. The linear kernels used in the SVM use a
variety of features and lexicons to rank possible segmentations of a word. The features include likelihoods of stems,
prefixes, suffixes, and their combinations; presence in lexicons containing valid stems or named entities; and underlying

stem templates. Figure 4shows the interface.
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Figure 4. Farasa Diacritization System

“http://qatsdemo.cloudapp.net/farasa/demo.html
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The output of some of these online diacritization systems may have some problems such as hidden characters, missed
words during the diacritization, failure to diacritized some sentences, different document structure, different order of
sentences, etc. which may cause problem when evaluating them. These problems should be solved and the two
documents (reference and diacritized output) should be handled.

3 EVALUATION CRITERIA FOR THE OUTPUT OF ARABIC DIACRITIZATION SYSTEMS

According to the literature, there are two standard calculations; WER and DER; however, there can be some variations in
the process of applying them, which may affect the precision of benchmarking and the comparison between the various
diacritization systems. Generally, diacritization error rate (DER) which represents the proportion of characters with
incorrectly restored diacritics. Word error rate (WER) which represents the percentage of incorrectly diacritized white-
space delimited words: in order to be counted as incorrect, at least one letter in the word must have a diacritization error.
Sometimes, the WER is divided into two types, word error rate internally (WERI) and case ending. Morphological WER
is the percentage of words that have at least one morphological diacritic error, and syntactic WER is the percentage of
words that have one syntactic error.

If we have a closer look at some issues, we will find that not setting standards for the way in which the error rate is
calculated will cause problems. We have to be able to obtain fair evaluation results that are comparable between different
diacritization systems. For example, when counting the diacritic error rate (DER) in any word that has shadda “&”
combined with another diacritic fatha “Z”, kasra “2”, or dama would that be counted as one error or two. Like the
word “&X” if the reference is “<%” and the output is “<&”, would this be considered as one diacritic or two diacritics
and would it be counted as one diacritic error or two errors in the word?

Another issue is the determination of case ending diacritics in the words with attached pronouns. Such as “aS”, if
the reference is “4” and the output is “%<&” is the case ending of this word right or wrong? Actually, this word is
morphologically analyzed into two words; “—i8” + “aa”_ since “a” is an attached pronoun, it is attached to the word “8”
to compose the orthographic form “»«38” which may cause a confusion during the evaluation process for determining the
case ending. Orthographically, the sokon “#” on the final “#” is the final diacritic, but grammatically the diacritic mark
on “<” is the case ending. So, we should have clear criteria to take this decision.

Another issue that needs a decision during the evaluation is the extra diacritics in the output over the reference.
Should these extra diacritics counted as of the error rate or as an advantage of the diacritization system? For example,
sometimes the reference does not diacritize the characters followed by “alef mad” such as “&\”, because according to
some diacritization approaches, this is predictable, but the output is diacritized as “Z&”. Also, the final diacritic on the
past active verbs with feminine singular third person subject, such as “<i”, the reference is “ei” and the output is
“Qﬁ”

Moreover, we have to consider dealing with the syntactic errors resulting from the morphological errors. In other
words, if the word has an internal diacritic error that causes a case ending error. For example, if the word “&ila”
diacritized as “&I1s” will it be counted once as DER only and will not be counted as a case ending error. This method is
adopted by Aya S. Metwally. et al (2015), they said “Syntactic WER: the percentage of words that have one syntactic
error, but don't have any morphological error. This means that if a word has both syntactic error and morphological error,
it will be counted in the morphological error only.” [9]. While Alansary (2015) adopted a different evaluation measure as
counting the same error twice; as DER and as case ending or syntactic error.

Furthermore, the modifiers case ending that is depending on the main predicate have to be considered, for example,
the word “cl” in the sentence like “baua callhall L §s genitive, because it is “modaf elih” to the word “c” which is a
nominativetopic. But if the word “&” is diacritized wrongly as “<&”, it will lead to wrong diacritization of the word
“~lWl, Should the case ending of the word “<lUall” be counted as an error or not?

Finally, the things to be evaluated and the things that are excluded from the evaluation process must be agreed upon.
For example, non-Arabic character, numerical symbols, symbols, and punctuations should be counted as a percentage of
the total number of words to be evaluated or not.

So, if we do not consider these criteria in the evaluation tool to compare the different diacritization systems, we will
not be able to know which is better. Hence, the need to build a tool that takes into account all the mentioned criteria for
evaluating different diacritization systems has emerged.

7521

4 DIAVATOR SYSTEM

There are three important questions should be answered when building any tool: 1) Is the tool effective? Does it operate
quickly, smoothly and with minimal waste? 2) Is the tool easy to use? Are all of the tool's users able to use the system
easily and effectively? Moreover, can anyone understand and use the system with minimal training? 3) Is the tool
appropriate?

DiaVator is not just an evaluator; It could be used both by specialists and non-specialists, since it classifies the errors
linguistically, which specialists could use in enhancing their diacritization systems. This section will discuss the
methodology of building the evaluator, and how it works. There will be a detailed explanation for the interface and the
use of each button, starting from uploading the two files up to obtaining the evaluation results. In addition, the functions
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and outputs that the user can obtain from the evaluator will be explained, as well as the challenges that have been
overcame in order to build a linguistically based evaluator and not just a counting tool.

The evaluation criteria of DiaVator is done using mainly two metrics; diacritization error rate (DER) which is the
proportion of characters with incorrectly restored diacritics. Word error rate (WER) which is the percentage of
incorrectly diacritized white-space delimited words: in order to be counted as incorrect, at least one letter in the word
must have a diacritization error. These two metrics were calculated as: (1) all words are counted excluding numbers and
punctuators, (2) each letter in a word is a potential host for a set of diacritics, and (3) all diacritics on a single letter are
counted as a single binary (True or False) choice. Moreover, the target letter that is not diacritized is taken into
consideration, as the output is compared to the reference. In addition to calculating DER and WER, DiaVator calculates
internal diacritics error rate, case ending error rate and word error rate internally.

A. DiaVator (Methodology)

The evaluation tool is a desktop application that can be installed on any computer or laptop. The tool is designed to
evaluate any diacritized text against any reference. The philosophy of building the evaluator is to work in a multi-
dimensional array. Once the user uploads the two files; the reference and the diacritized text, the tool checks if there are
any hidden characters and deletes them, then it normalizes the lines of the two files to ensure that the structure of the two
documents is the same and the number of lines are equal.

B. System Interface

The evaluation process passes through four phases and each phase contains a number of functions. Phase one is the
preprocessing phase where the user can upload the two files then the evaluator eliminates the non-Arabic words. This
process is a preparation of the two files and some statistical information about the two documents such as the number of
lines in each document, the total number of words after the elimination process with the number of the eliminated words,
and the total number of valid Arabic words to be evaluated. This can be seen in figure 5.
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Figure 5. The screen shot of loading button

Phase two is the process of aligning the two documents by listing the valid Arabic words of the reference and the
diacritized text to ensure that they are equal, this is a kind of document normalization. During this phase, the user can
show the matched two lists of words as well as the matched two lists of sentences and the errors list if the aligning
process failed. This can be seen in figure 6.
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Figure 6. The screen shot of the two documents after the alignment process
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The third and main phase is the evaluation process itself. In this phase, the user will have more than one option to
evaluate the diacritized text. The evaluator allows evaluating the document as a whole or evaluating it as separated
sentences. In addition to different types of evaluating the documents, the evaluator also take into account different
reference types such as fully and partially diacritized reference. This tab also contains the calculation button, which
calculates the evaluation statistics. Finally, the evaluator takes into consideration that the calculation results are detailed
as possible. The evaluator provides not only the WER and DER, but also a detailed statistics about the internal diacritics
that is the morphological structure of the words and the case ending diacritics that is the syntax. In addition to the
statistics about which diacritics are missing and which one are wrong. The evaluation options and calculations are shown

in figure 7.
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Figure 7. The evaluation button options

o 35 a4l ol 2055 X by Fpsl| W Word CaRtptat
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Calculation Value Percentage
Internal Diac C... 68/2224 %3.057554
Wrong Diac wit.. 44/2224 %1.978417
Missing Diac 24/2224  %1.079137
Case Ending Di... 95/555 %17.11T12
Wrong CaseEnd... 53/555  %9.549549
Missing CaseEn... 42/555  %7.567567
Diac Error Rate ... 163/2779 %5.865419
Word Error Rat... 107 %19.27928

'* __ Word Error Rat._. _ 38/555 956.846847

The fourth and last phase of the evaluation is the phase of building the tables of errors and extracting different

information in different forms, this will be discussed in the next subsection (C).
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C. Functions and outputs
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After conducting the evaluation, it will be useful for users, especially specialists, to obtain information not only about the
number of errors, but also about the types of errors. DiaVator provides the users with various information about the types
of errors and their linguistic classification, because DiaVator is linguistically based evaluator as we have mentioned
before. Figure 8 shows that the evaluator can export the errors in an access database, the classification of the errors, the
distinct list of errors with their frequency of occurrence, the list of correct sentences, or the list of wrong sentences.
Figure 9 presents the exported errors in an access database, classified on three levels of details. First level classifies the
errors into main two types, internal and case ending. The second level of classification is according to the source of error
(dictionary, or grammar). The third level is a more linguistically detailed level, which classifies the grammar errors into

errors due to disambiguation and errors due to transformation.

" Lo Ay Gakmx el | Cuen

@B X

Ditingt (s Comect Sentences . Weong Sentences

H.clzrl:ﬂu

S ol Bl e el saaal i 85501 2081 () S seall SN siad 35850 w54
s Gl 06 Cgeal a8 deini sill sallell ol psn SN 20 (ol s

Bllogll J520] e 3815 153301 ubso ol ol ass @ 5N diniil) Al 535 Giug 35 S0
o 555 oo & ] 2155 Y 53 savall

w ,bj&iq:l,pd..na]hh..'.bp\nh.ao
Test
P ol W plall jaiall 23 JI ol c!.u!fuld'e.anﬂ ;lm' | 3
elsidls LT 48 Lgeill g
@ll:u" _;1-\@! miﬁ Lﬁgls ‘ln

: ﬁhss-’-)o
u-JM IJ“-"‘"‘-' S EPTEI| y;su-usﬂh'!;]
e &l ol 2055 Y o 58l

v "",a'.,‘sl aely y axedll Sl By wihins

Figure 8. The export button
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Figure 9. The exported database of errors
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D. Challenges

The aim of building this tool is not only to build an evaluator, but also to build an intelligent evaluator with a linguistic
value and not only a counting tool. Therefore, there were some linguistic challenges that have been considered and
addressed to obtain the best results from the evaluation process. One of these challenges is to provide the evaluator with a
simple morphological analyzer and a dictionary to handle some issues such as dealing with the attached pronouns. In
example (1), the word "waWl" is wrongly diacritized in the output, but what is the class of this error? Is it an internal or
case ending error? During the development of DiaVator this problem has been faced, so it was important to support the
evaluator with a morphological analyzer that can analyze the words like “le=l8l” and decide that the wrong diacritic “Z”

[73<x1}

on the letter “z” is a case ending error not an internal, and the diacritization on “&”is not the case of the word.
(1) Reference: "r}:dl < J.“uf _,aJI 500 d».)a.o Ja.q.JI O {Lg:t‘ul} cﬁJJ :.u.“‘.».i Lel"
Output: Fﬁ’d‘ @ J.'.o‘).» i 500 d.buu b.c.dl K {LpLul} cﬁ)J DM Lg_v|"

More complicated example of the same issue is deciding that the ﬁnal “4” in words hke "adia lad aa S are
different from the words that end with “4” as an attached pronoun, such as "4l sa’s Aila’l 3 iua’y". The evaluator can
distinguish between these two types of words during the evaluation process in order to calculate the errors correctly.

Other linguistic issue that has been considered during building the evaluator is the problem of classifying the errors
as disambiguation problem, which means that the word is wrongly diacritized due to wrong selection, although the word
is stored in the dictionary. In example (2), the word “<” is internally diacritized in two different ways in the reference,
and the output. The output has selected the wrong form, which may be due to one of two reasons. First reason, the word
does not exist in the dictionary with this diacritization form, so the error will be classified as a dictionary problem. The
second reason is that the two diacritization forms are stored in the dictionary, but the grammar rules failed to distinguish
between them in this context, so this is a grammar; disambiguation problem.

(2) Reference: i LUJl o Uja {..:L»S} oo u.u.ﬁb If” 17 o o».»Jl 4.a55.>JI JS.M

Output:  "LLBJT 3 U35 {olis} bo il s 17 G 8paidl Loyt (23"
In addition to the linguistic challenges, there are other types of challenges related to different diacritization
approaches of the references such as undiacritizing the characters followed by “alef mad”, for example, “2US”, and

undiacritized definite articles. Different positions of nunation (Tanween Fatha “”) on the final character or pre-final
character. Undiacritiez the final character when it should take skoun *“&” such as “<ii&”,

5 TESTING DIAVATOR FUNCTIONALITY

The evaluator has been tested by evaluating three different samples from different sources against three different
references. The first sample is selected from the international Corpus of Arabic (ICA) [10]. The second sample is
selected from LDC [11]. The third sample is selected from ALTEC data.

The first sample from ICA has been diacritized automatically using Alserag diacritization system. Figure 10
shows the diacritized output of Alserag system and figure 11 shows its reference.

e)udu.\;‘}f\taw\)mu)ﬂ\uhﬁbghaﬂeu\)u}cﬂ23d\n)j.ﬂ\cms\u\ L;)m.d\d@ }.».4:)}5&.46:)4
t\m{\j‘uhsh B uy.u]\u L;;l\ ;;AL,J\ u.dsl\
,‘é‘cmysﬁ}"l‘&\‘uw‘J\M‘L_A‘;dﬂ‘J‘;\)))j‘uﬂh“u‘é‘M%)‘JY‘M‘UJJ‘)‘)}U‘J})JM\
‘uu‘).uuu_:)u..\:u

JAJY\«;U}A\JM\&“\J&);@M‘-&

M\;;LM\ yw‘;uﬁ@&@)ﬂ\m};ﬁfﬂ@m
u@ejﬂ\tg)m‘sﬂ\uh@‘){\c_\hau\ dhub@?\&cﬂﬂ\@;ﬂ\w‘)‘gw\J\Aa\uua‘))}h.qum
[KYS
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o)b)&;@w}.\l\@uﬁd\&&M\)}ﬂ\u&uaha&}jﬂ

3l m\;o\;);!\ u‘}!l;l\g_d:ahu\ Gs\}eel.;&

(ot 343 5 Bl el B0l 0 Al AT e a0 a8 AT 6555 Seia a5 Sk

Figure 10. Automatically diacritized text from ICA
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Figure 11. Reference from ICA

Table 1 shows the evaluation results and calculations, which highlights the detailed statistics about the
diacritization accuracy. Our evaluator calculates the internal diacritic errors, which is the number of internal characters
that are wrongly stored, and this is classified into two categories, the number of characters that are not diacritized at all
and the number of characters that are diacritized but wrongly. As well as it calculates the case ending diacritic errors
which is also classified into two categories; missing case ending refers to the characters that do not have final case, and
wrong case ending refers to the characters that have wrong case. In addition to the general calculations; DER, WER, and
DERI

TABLE 1. ICA SAMPLE EVALUATION RESULTS

Internal Diac. Errors 43/2191 %1.962574
Wrong Internal 29/2191 %1.323596
Missing Internal 14/2191 9%0.6389776
Case Ending Diac. Errors 83/545 %15.22936
Wrong Case Ending 52/545 %9.541285
Missing Case Ending 31/545 %35.688073
Diac Error Rate (DER) 126/2736 %4.605263
Word Error Rate (WER) 94 %17.24771
Word Error Rate Internal (WERI) 27/545 %4.954128

Table 2 shows the statistics about the classification of the errors according to the source for the evaluated
sample. The number of disambiguation errors is 48, the number of transformation errors is 44 and the number of
dictionary errors is one in the tested sample.

TABLE 2. STATISTICS OF CLASSIFICATION OF THE IN ICA SAMPLE

Source No. of Errors
Dictionary 1
Morphological rules 48
Syntactic rules 44

The evaluator has succeeded in classifying the errors correctly using the diacritized dictionary and the
morphological analysis module, which is illustrated in table 3 as the word “US” is stored in the diacritization dictionary
with two diacritization forms “<” and “$”, but the diacritizer failed to choose the right one. Therefore, the evaluator
classified the problem as a disambiguation problem.
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Table 3. ERROR CLASSIFICATION SAMPLE FROM ICA
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Input Output Reference Error Internal Case ending classification
e ) S & e }A.G B }SAA S )A )mc B JSAA << )A EN(P Wrong Grammar problem
2 6 ] a3y u\ )..Ad\ -\\A.!Y\ )md\ al;.‘\J\ Answered — Disambiguation
23 J }SJJJS\ CU.\S\ 23 d\ an.ﬂ\ C\.\.\a\ 23 d\ DJJJ\ C\.\.\S\
LB alall jaigall c\.u)l eLaJ\ ).u).qﬂ g\.uﬂ el.ad\ ).u)aﬂ
el sl u_aJaJ\ {ul.aﬁb} u_aJaJ\ {uhﬁ\j}
JEnY) e Gal i | JERYT a2 Gal 3l | JWRYT aa (i
bl calsl o g Gdl.d\ u.qlS!\ e}.\.\ Gdbd\ u.qlSS\ e_,.u
REREL RPN 4800 Ls.ﬂ\ 49h Nafld L;JS\
LY DS o el | a0GsT 438 u)a.ud\ st aka u;;....d\
gl g 1315 g1y

The second sample from LDC has also been diacritized automatically using Alserag diacritization system. Figure 13
shows the diacritized output of Alserag system and figure 14 shows its reference. However, it has been noticed that some
words in the reference are not fully diacritized.
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Figure 12. Automatically diacritized text from LDC
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Figure 13. Reference from LDC
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Table 4shows the same results classification as discussed in table 1. There are two extra highlighted calculations;
over reference internal diacritics, which refers to the extra internal diacritic marks that have been retrieved and are not
found in the reference, and over reference case ending diacritics, which are the extra case ending that have been retrieved
and are not found in the reference. These two additional information are calculated according to the nature of the
reference, which showed that not all characters are diacritized, which means that the reference is partially diacritized.

TABLE 4. LDC SAMPLE EVALUATION RESULTS

Internal Diac. Errors 13 ~9/907 %1.433 ~ %0.992
Wrong Internal 10/907 %1.102536
Missing Internal 3/907 %0.3307607
Case Ending Diac. Errors 44/339 %12.97935
Wrong Case Ending 23/339 %6.784661
Missing Case Ending 21/339 %6.19469
Diac Error Rate (DER) 57/1246 %4.574639
Word Error Rate (WER) 49 %14.45428
Word Error Rate Internal (WERI) 11/339 %3.244838
Over Reference Internal Diac. 231/907 %25.46858
Over Reference Case Ending Diac. 53/339 %15.63422

Table 5 shows the statistics about the classification of the errors of the evaluated sample according to the source. The
number of disambiguation errors is 15, the number of transformation errors is 31, and the number of dictionary errors is 3
in the tested sample.

TABLE 5. STATISTICS OFCLASSIFICATION OF THE ERRORS IN LDC SAMPLE

Source No. of Errors
Dictionary 3
Morphological rules 15
Syntactic rules 31

The evaluator has succeeded in classifying the errors correctly using the diacritized dictionary and the morphological
analysis module, which is illustrated in table 6. The word “4is3”is classified as a transformation error, because the
evaluator recognized that “y” letter should have the case ending diacritic, and that “s” is an attached pronoun.

TABLE 6.CLASSIFICATION OF THE ERRORS SAMPLE FROM LDC

Input Output Reference Error Internal Case ending classification
5 yall 8l B')A\ & Jﬁj’ 3 yall < d&';} ﬁ_'\l..zib Not Answered | Grammar problem
CaS )| A S8 T | A, cals ~ Transformation
s M), | add i ) 4G @i 4w

ool Ble gy | N oall Gl | el il
Gednie | Aogaiall Gedaia | A ogalall Gedaia
B gl | asmil SOl | e Jsol

) ) {ailad)s) Jael | fadledls) Ot y)
ailes) 5 Jlucie ) Jsasli e | Jsall e |
Jasll e |

The third sample from ALTEC data has been diacritized automatically using Alserag diacritization system as well.
Figure 15 shows the diacritized output of Alserag system and figure 16 shows its reference. This reference also have
some words that are not fully diacritized.
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Figure 14. Automatically diacritized text from ALTEC Data
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Figure 15. Reference from ALTEC Data
Table 7 shows the same results classification as discussed in table 4, but these results show that the over reference

case ending diacritics is 0 (zero) which means that every word in the reference has case ending. Nonetheless,it is not the
same for the internal characters and not all characters are fully diacritized internally.
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TABLE 7. ALTEC DATA SAMPLE EVALUATION RESULTS

Internal Diac. Errors 152 ~147/1149 | %13.22889 ~ %12.79373
Wrong Internal 69/1149 %6.005222
Missing Internal 83/1149 %7.223673
Case Ending Diac. Errors 124/347 %25.73487
Wrong Case Ending 79/347 %13.76657
Missing Case Ending 45/347 %12.9683
Diac Error Rate (DER) 276/1496 %18.4492
Word Error Rate (WER) 143 %30.21037
Word Error Rate Internal (WERI) 71/347 %20.4611
Over reference character diacritics 20/1149 %1.740644
Over reference case ending diacritics | 0/347 %0

Table 8 shows the statistics about the classification of the errors of the evaluated sample according to the source. The
number of disambiguation errors is 43, the number of transformation errors is 52, and the number of dictionary errors is
47 in the tested sample.

TABLE 8. STATISTICS OF CLASSIFICATION OF THE ERRORS IN ALTEC DATA SAMPLE

Source No. of Errors
Dictionary 47
Morphological rules 43
Syntactic rules 52

The evaluator succeeded in classifying the problem in the word “ sk as shown in table 9. It is classified as a
morphological problem,although it has a case ending problem,which is usually a syntactic problem.The evaluator was
able to detect the reason correctly, because this word has wrong diacritization on the morphological level. Thus, the
evaluator was succsessful in predicting that the case ending problem was the result of the morphological problem.

Table 9. ERROR CLASSIFICATION SAMPLE FROM ALTEC Data

Input Output Referel}ce Errpr Internal Case ending Classification
S A Sy | 580008 | S A0S | bk Wrong Wrong Grammar problem
S all adan 38 Al sl b i SO Answered Answered — Disambiguation
L) shis AW )3his) Al )3kis)

Another function of the evaluator is to provide users with a distinct list of errors with frequency of occurrence of
each error, which highlights the most frequent error, in order to improve the results quickly and noticeably. This can help
specialist users to discover the weakness of their diacritization system and deal with the most frequent issues.This is
shown in table 10 which is a sample output of the distinct list of errors of a diacritized text from ICA.

TABLE 10. DISTINCT ERRORS WITH FREQUENCIES

Refer’ence Error Internal Case ending Frequency
a 41 Wrong Answer Wrong Answered 125
u,u\ C)M\ Wrong Answer Wrong Answered 69
rf,’@j (,.gj Wrong Answered 41
ne g3 Not Answered 33
] < Not Answered 27
s Sle Wrong Answer 26
b pi Wrong Answered 26
‘;\.\\ @u\ Not Answered 23
:):J );\ Wrong Answered 22
Gy O Wrong Answered 21
O BTN Wrong Answered 21

Moreover, the evaluator can evaluate sentence by sentence, not only the diacritized text as a whole, and give
statistics about the accuracy of each sentence separatly. Table 11 shows the evaluation results by sentence for a sample
diacritized text from ICA. The evaluator can calculate all evaluation measures for each sentence and give a detailed
statistics about the correctness of each diacritized sentence separately. It gives information about the total number of
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characters and total number of words of each sentence. It is also able to highlight the correct sentences with zero errors,
sentences with internal errors only, and sentences with case ending errors only.

TABLE 11. EVALUATION RESULTS BY SENTENCE

Internal | Wrong | Missing Case Wrong | Missing
Sentence Ending Case Case DER WER WERI
Errors Internal | Internal . X
Errors Ending Ending
).4;: J}S_u ‘59)4 2/118 2/118 0/118 4/27 2/27 2/27 6/145 527 1/27
)__Aﬂn a\;."){l =%1.69 =%1.69 | =%0 =%14.81 | =%7.40 | =%7.40 | =%4.13 | =%18.51 | =%3.70
23d\ DJ}AS\ CL“\Ss\
:.Lm)J ?\.a.M 7 }A.U
;ulSl\ ("‘3'\" d\s.m‘ﬁ\ QA
4 Aaa_\...u L;J\ ‘sdl.d\
4_|L|SS\ PELSA k_lja.ms‘
Z\AJ\}“J
‘dj_ﬂ\ B3Y u.u_s‘)a 34 | 0/87 0/87 0/87 1/23 1/23 0/23 1/110 1/23 0/23
é\ )_u; :‘-’J\N‘ w =%0 =%0 = %0 =%4.34 | =%4.34 | =%0 =%0.90 | =%4.34 | =%0
dﬁ\} ;\J)).“ t).nl;n u\
MLL;.J\ J\.L.a‘ A;s:
‘_%J\ éu;ﬁ Y IEIX: aAJA;.“
4_\84‘)“.\4 k_\).ma; 4.\\
QUL de.y @L‘AA 0/27 0/27 0/27 0/6 =%0 | 0/6=%0 | 0/6 0/33 0/6 =%0 | 0/6
J\J\AL\J);MM1 =%0 =%0 = %0 =%0 =%0 = %0
L_Jsl\ K] )L“\;i\ &_LI)& 0/53 0/53 0/53 0/15 0/15 0/15 0/68 0/15 0/15
))56_\3\‘:_“,3\ =%0 =%0 =%0 =%0 = %0 =%0 =%0 = %0 = %0
)LP ‘_;\ 4;1;.1 L@.}\
u_\.uL ‘).u.,d\ @.L-..aa 0/47 0/47 0/47 0/12 0/12 0/12 0/59 0/12 0/12
cﬁbb;jc‘axd_,}n =%0 =%0 = %0 = %0 = %0 =%0 =%0 = %0 = %0
A;b A_u...nl\ ?}‘ am
u\.xs.ﬁM\
ua\)«\ L .\.u.\‘) XAl | 148 0/48 1/48 1/12 1/12 0/12 2/60 1/12 1/12
u-“‘— ): u}_‘j\} ;Lm.\l\ =%2.08 =%0 =%2.08 | =%8.33 =%38.33 | =%0 =%3.33 | =%8.33 =%38.33
4..1&4; qu ) uw
Sshshadll

Another test that has been done to illustrate the evaluator capability to evaluate any diacritized output of any
diacritization system in order to held a benchmarking between different diacritization systems. A sample data from ICA
has been diacritized automatically using the two systems, Alserag and Farasa, and the output has been evaluated against
the reference. Figure 16 shows the input sample, figure 17 shows the output of Alserag system, and figure 18 shows the
output of Farasa system. Figure 18 shows that although Farasa usesdifferent format for the output than that of the input,
the evaluator can handle this issue and provide the results as shown in table 12.
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Figure 16. Sample input from ICA
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Figure 17. Output of Alserag System
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Figure 18. Output of Farasa System
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TABLE 12. BENCHMARKING RESULT

Benchmarking

Evaluation Criteria

Alserag Evaluation

Farasa Evaluation

Internal Diac. Errors

1/510=10.19%

179/510 = 35.09%

Wrong Internal

1/510=10.19%

10/510 = 1.96%

Missing Internal

0/510 =0%

169/510 =33.13%

Case Ending Diac. Errors

16/126 = 12.69%

40/126 = 31.74%

Wrong Case Ending 13/126 =10.31% 38/126 = 30.15%
Missing Case Ending 3/126 =2.38% 2/126 = 1.58%
Diac Error Rate (DER) 17/636 =2.67% 219/636 = 34.43%
Word Error Rate (WER) 16 =12.69% 103 = 81.74%

Word Error Rate Internal (WERI)

1/126 = %0.79

97/126 =76.98%

ESOLEC'2017

6 CONCLUSION AND FUTURE WORK

The paper presented an evaluation tool (DiaVator) that can be used to evaluate any diacritized Arabic text against any
reference. DiaVatoris suitable to be used by specialists and non-specialists and it can help specialists in enhancing their
dacritization systems.DiaVator is a promising evaluation system; it is planned to be more developed and enhanced
concering some issues. [twill be provided with statistical analysis to be able to draw the normal distribution curve
automatically. The tool will be supplied with syntactic rules as it was provided with morphological rules so that it can
classify the problems according to their syntactic function in the sentence, not just their form. It is also planned to
develop the information obtained from the evaluation results such as the relationship between the length of the sentence
and the number of errors. In addition to some modifications in the interface.
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Abstract—there is an increasing demand for linguistic databases, as it permits studying many linguistic aspects of text
necessary for building natural language processing applications. The current research focusses on one type of databases; the
syntactic database. It proposes a method and design for building an Arabic syntactic dependency database. A sample Arabic
corpus has been compiled; from various genres and with different Arabic structures, analysedand stored in a relational
database. Extra linguistic information has been added for the database enriching purpose. The designed database enables
efficient querying, quantitative analysis and statistical modelling. Some statistical operations have been achieved using R
language, to prove the efficiency of the database.

Keywords: Linguistic Database, Syntactic Annotation, quantitative analysis, Arabic Natural Language Processing,
R language

1 INTRODUCTION

The term 'database' refers to collections of electronic records of linguistic data. As a simple example, this might be a
file or set of files of sentences. Furthermore, a database records data in a DECLARATIVE form, i.e. independent of the
particular procedures needed to interpret, display or modify it. This means that the creators and maintainers of databases
have avoided storage forms like the files of word-processing packages, which rely on extensive programs for display, etc.
Similarly, something like a parser or generator of sentences is not a database, even if it could be argued to contain the
same information. Even if that were so, these forms are by definition abstract and require either a special procedural
interpretation, in which case they fail to be declarative, or, in the case of logic grammars, they require sophisticated
inference if they are to be used as characterizations of data [1]. The grammars used in parsers and generators are
hypotheses about data, and thus serve a completely different purpose from databases, even if ideal grammars would
characterize the same information. But in fact, the information is never the same, the data is not exactly as even the best
hypotheses predict [2].General-purpose database management systems are based on some formal, general model for
organizing data. By far the most common type of database in use today is the so-called relational database. All the well-
known DBMSs are relational databases, including Oracle, MySQL, Postgres, FileMaker Pro and Microsoft Access. The
simplest type of data model is to have a single table, or “file”. Each row corresponds to some object (e.g., a language)
being described and each column represents a property (“attribute”), such as name, location, or Basic Word Order. A
relational database consists of several tables (“relations”) of this sort, linked to each other in complex ways. In an object-
oriented database, data are modeled as “objects” of various types. Objects share or inherit properties according to their
type; e.g., a database about word classes could let objects of the type transitive verb inherit properties of the type verb [3].
Moreover, many projects have been tried in this field and created reliable linguistic databases as in Survey of English
usage (1959), Brown Corpus (1976), Computer Corpus Pilot Project (1981), TOSCA (1991), and Penn Treebank
(1993)[3].

The primary goal for the creation of the database is to produce a usable research tool for the academic community.
Determining syntactic relationships, though, not only require judgment, which is necessarily subjective, but also depend
on one's theory of grammar. To think that such a project can be accomplished "without" a theory would be like saying
that exegesis can happen without an explicit methodology or that interpretation can exist in a vacuum, without a
hermeneutical theory [4].

The study proposes a method for designing an Arabic syntactic dependency database based on syntactically analyzed
corpus. Additionally, linguistic and logical aspects have been considered to build the database. Ambiguous structures and
subordinates have been considered in dependency tree storage. Extra linguistic information has been added to the
database for enriching. Moreover, querying logic and statistical modeling were considered and planned in the database
design.

This paper is divided into three sections; section 2 exhibits the bases of corpus compilation and syntactic analysis,
database design and building, and adding extra linguistic information. Section 3 presents the verbs syntax-semantic
classification and extraction; section 4 discusses the quantitative linguistic analysis and statistical modeling. Finally,
section 5 concludes the paper.
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2 THE ARABIC SYNTACTIC DATABASE

In order to build the Arabic syntactic database, three different steps have been achieved. The following subsections
present three steps in details. The first subsection discusses how the sample corpus collected, and analyzed. The second
presents the proposed method and structure of the database. Finally, the third subsection, exhibits the extra linguistic
information which can enhance the database from the searching and statistical modeling point of view.

A. Corpus compilation and analysis

The corpus is composed of Arabic verbal sentences represent the selected Arabic verbs in [5]. The corpus is collected
from the Egyptian newspaper; Al-Ahram 1999 as it is considered as being representative of modern standard Arabic. The
pages of Al-Ahram are collected on the Arabicorpus website; ArabiCorpusl allows the researcher to search in large,
untagged Arabic corpora. 'Untagged' means that the words in the corpora have not been assigned to a particular part of
speech. ArabiCorpus is divided into five main categories or genres: Newspapers, Modern Literature, Nonfiction,
Egyptian Colloquial, and Pre-modern. User can search any text individually by using the Advanced Search mode. You
can even search all of the texts at the same time. It allows search in combined, individual or all texts. The total number of
words of the whole ArabiCorpus is: 173,600,000.

In order to collect an appropriate size of data for linguistic analysis, the size of the corpus to be analyzed has to be
precisely estimated: it should not be too small, because it would raise the risk of not containing enough data. On the other
hand, the corpus should not be too big either, since the time needed for analysis has to be also taken into account when
planning corpus building. Other sentences types have been added to the corpus to address all Arabic verb types in the
syntactic database; nominal sentences were added.8 words long to contain all verbs arguments with their modifiers. The
corpus is 300 sentences.

Corpus has been syntactically analyzed using grammar modules in the Analysis UNL Engine; IAN [6].The grammar
has several modules such as; morphological, syntactic modules. The morphological module is responsible for removing
the linguistic obstacles between words to make them ready to be linked in the following module which is the syntactic
module. These obstacles are blank spaces, punctuations, the accusative suffix “I* and definite articles. For the example
in (1), the morphological module will produce the output in figure (1):

e)) Ball Cplald A g deale il B jall Loy

[S:18]
{org}
oadl gubedd g0 Lwls paddl o wpndl ey
{/org)
{unl}
1ink {Huas: 01, 441 06)
HL (o 00, 0t 1 15) 5b3 (a1 01,0 201 :18)
BL (o padt 118, 3:06) gen (.:06,aidl 108)
WL (5:06,0add1 1 08) adj{;_gia.n.l...':l-i,s)ur:lsn
_ - app (Laels: 10, waidl 1 08)
RL (grdh)}'s 98 s s $19) pOSS (Ldy3:12, gubaadodz 14)
ML(Lawls:10,4d99:12) pOSS (Lawls:10, Lya:12)
HL(Lg0: 00, pudaaddc 1) {/unl}
WL (Gadamdd: 14, § padt :19) [/5]
Figure 1: The output of the morphological module Figure 2: The syntactic dependency graph for © gl (3 o 2l ey

oAl Cadaadd 4 93 daals”

The syntactic module depends on the morphological module; it uses the output of the morphological analysis as its
input. It is responsible for linking the words of the sentence with syntactic dependency relations. The set of syntactic
relations (syntactic tags) that are used in the grammar are those used in the Quranic Arabic Dependency Treebank [7]as
shown in table (1). The reason for choosing this set of relations is that it is well-equipped to provide the technical means
for describing any syntactic behavior properly. The final output dependency syntactic graph is shown in figure (2).

‘http://arabicorpus.byu.edu/
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TABLE I

THE DIFFERENT TYPES OF RELATIONS

Relation Arabic Name Dependency Relation Example
ad) ET. Adjective sl ulods
poss A las Possessive construction ol s
app Jduy Apposition Ladi i
spec Jad Specification i 105
sub) Jela Subject of a verb FRR
oby 4 ) guia Object of a verb aals )Y
subjx o Subject ot;::hp;iai verb or N
— o P:adicah:ro:;‘sislc:ia] verb R
gen Daaay Preposition phrase Tagall i
link alda PP attachment Gagadl A ol
Conj hyhaa Coordinating conjunction cdly A0
Cire Ja Circumstantial accusative L (615
emph w5 Emphasis el s
Sub il Subordinate clause PERpE O]
il e

B. Database design
The primary technological objectives of the study is to design and implement a linguistic database that can ease the
storage, maintenance and retrieval of natural language data. According to the databases survey, the research considered
the main three requirements; usability, extensibility, portability and simplicity [8]:

Usability: to facilitate the application of the methodology

Suitability: to meet the specific necessities of storing and maintaining natural language data.

Extensibility: to enable and encourage users of the database to add linguistic data and annotations according to
their needs without changes to the underlying data model.

Portability and simplicity: to make its results available on several different hard- and software platforms easy to
use.

The design of database is based on the format of the Syntactic output; the UNL graph structure, as in figure (2).
The UNL graph structure follows the SGML format. In the first line contains the sentence number which mark
the beginning of the new sentence to be analyzed ; i.e. [s:18] and [/s] marks the end of the sentence. The second
and fourth to mark the row sentence in between "Cpbauld &5 daale (el & @ all JLa in the third line by
"{org}" and "{/org}". The fifth line contains the tag which marks the beginning of the analyzed sentence in the
UNL format by "{unl}", while "{/unl}" marks the end of analysis. The dependency based syntactic analysis
follows the format "rel (nodel:id, node2:id)"; the "rel" expresses the name of the binary syntactic relation which
links the nodes between "(" and ")". The relation nodes are separated using ",". An automatic ID is assigned to
each relation node separated by ":". The syntactic analysis output appears as structured UNL document. A
"VBA" code has been written to parse automatically the syntactically analyzed document, to tansform the
syntactic dependency trees to a relational structured data; access relational database.
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The created relational database following the E-R Diagram in figure (3). The database contained five data tables
designed and structured to serve the querying for data retrieval, exploration and modeling. The first for storing the
sentences and their information, such as sentence index “ID” , length, number of relations and the ambigiouty status. The
second is the table for relations; which stores the relations of each sentence, their word's nodes, and their nodes' IDs.

Sentences
|Sentence ID

Shared_node 1D Lenglh Syntaclic Relations
Shared_node_word Sentence Relation
Possible_node1_ID subordinate 1st_node_ID
Possible_node1_word Scope_ID 2nd_node_ID
Possible_node2_ID ambiguous 1sl_node_word
Possible_node2_word Shared_node_ID 2nd_node_word
Relaticn Sentence ID  (Fr} Sentence ID  FK¥)
Senfence ID (7K Shared_node 1D (FK) Node_ID (k)
Node_ID  (F) Words

Node 1D

Word Subordinates

‘Word ID I

POS Relation

PEX Senlence I &1

Stem

SFX

Transitivity

Gender

Number

Lneﬂm'lness
Sentence ID__ iF

Figure 3: E-R Diagram for the Arabic Syntactic Database

Handeling subordinates: The output syntactic analysis in the complex cases, the subordinate clause, appears inside a
scope (:07) as in figure (4) for the sentence "&bl siiaa Gl sl il leie Jlay Sl ASad) Cnal" ' the problem which is
suffered by Iraq people became extremely complex '. The clause introduced by the relative pronoun " " which' is
considered an adjectival clause for the head noun"4S%4ll" 'the problem'.A scope is a group of relations between nodes that
work as a single syntactic entity in a syntactically analyzed sentence. The phrase “3lall i lgie Sl represented as a
hyper-node (i.e., as a sub-graph) as indicated below. The nodes inside the scope; are marked in the rectangle part for the
subordinate clause in figure (4).Figure (5) shows how such structures were stored in the database.

[S:61)
{oxg}
Ll Fobes §loadl aed Lo Sley 50 Loiledyl ZUSEed) ia asa
{/org}
{unl}

SUBIX (Suxod 101, £IKEadl 125)

PREDX (Siso | : 01, Fiiinm: 22)

adj (Lsaadl 125, a1 111)

1:11,:07)

sbj:07 (oler:13,und:12)

poss: 07 (uxb:12, 31 2ndi 1 20)

gen:07 (p=:15, Le:18

1link:07 2oil3, Guil5

1ink (3adea:22, LLALII24)

app(aae:03, ULO1:25)

adj (LsGadl 125, Ludlusy 1 1 28)
{/unl}

(/5]

Figure 4: The output for subordinate clause

The scope is considered a second node; 07, in the relations table in figure (5). The node word is considered empty in
the syntactic representation in figure (4), which left a null value in the field of the second node word. The word “SCOPE”
has been generated automatically in the transformation (from syntactic output file to database process ). The subordinate
table in figure (5) stores the nodes inside scope and their relations for the organization and retrival purposes.
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Relations table

sen ID st nod- | nd_node -|st node wor - nd_node woi - rel 7
290 01 22 e Edas FREDX
290 01 25 sl SUBJIX
290 11 Al sub
200 22 Balas link
290 25 11 e adj
200 25 26 A n adj

Subordinates table
sentence -V st no-"'nd n- st nod-nd nod- rel - Scope ID -

290 13 20 Ae o=z sh 07
290 13 15 e L link 07
290 15 16 e = poss 07
290 18 20 [ S &l poss 07

Figure 5: Subordinates in the Database

Handeling ambiguous structures: a sentence may be interpreted in more than one way due to ambiguous sentence
structure. Incorrect attachment of prepositional phrases often constitutes the largest single source of errors in current
parsing systems. Correct attachment of PPs is necessary to construct a parse tree, which will support the proper
interpretation in the sentence.

(2) ool Adpaal dn pual gl yall Al (o gl 5a vl g A poall ) 158

For the sentence in (2), there are two possible interpertations for this sentence; the frist is that: “cail 4aal” ‘for London
city’ is modifying the word “s<" ‘magazine’ to be interperted as “the magazine of London city”. The second possiblity
is, “oM Ahaal” is modifying “zel31” ‘the programs’ to be interperted as “the theater programs of London city” . Since
there are two possible interpertations, there are two syntactic representation output for the input sentence as in figure (6).
Both representations are the same except the highlighted relations with their nodes.

[s:5] [8:5]

5 . 2 {orgd| .. . lorg}
e b Ll ansl g A pocall pusd 500 | e (8 gl il g B sl asd § 0
o Pt T g PP P

torg/} forg/}
{unl} {unl}

{ 03:p4 , O1:i s5)0bj

( 05:ss psdll | 03:p-Y)poss
(07:5, 03:pl)co

{ 08:al  07:9)cj

( 05:<%, 08:a)poss

( 06:\s , 05:—5<)poss

( 07:4 , 08:aN)link
(09:Alae | 07:4)gen

{ 03:a~, 01:1 %) obj

( 05:35= el 03:5~1)PoSS
{ 07:3, 03:p~<l)co

{ 08:a~l, 07:3)c

{ 05:<3l, 08:a~N)poss

{ 06:\8, 05:<%<)poss

( 07:4, 08:a)link

( 09:4lse, 07:gen

( 10:z+1 1l ,09:41a)poss ( 10:74 »,09:41><)poss
3 )o.s‘]l o i

eyt

(15:34 gen , 14:J)gen

(17:538 15’:11,-»),;035 ( 17:04, 15:4%23)poss
{unl/} {unl/}
[s7] [s1]

Figure 6: The syntactic representations of an ambiguous structure

The ‘link” dependency relation is the expressive relation for the PP attatchment. The frist node in the ‘link’ relation
represents to which node the preposition is related; the PP attached to. For the example in hand, the preposition “J” ‘of’
with the ID “14”, may be relataed \ attached to the word ‘“Ass”; 09 or “zl_d; 10, as two different interpertations
higlighted in figure (6). Therfore, for orgnizational, economical and retrival reasons, such information for ambiguity is
stored in the table of ambiguous structures. The sentence which contained ambigous structure is marked in three tables as
in figure (7). In the sentences table, the ‘Ambg’ field is checked for the ambiguous sentence. In the relations table, all of
the sentence 5 relation is stored, except the preposition “J” and its linked word possiblities. The three nodes; the
preposition “J”, the frist possiblity word “zl_2d"” and the second possiblity word “4s<" and their node indexes are stored
in the ambiguty table as in figure (7), in addition to the‘link’relation and sentence ID.
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Sentences table
[P Sentence | Ambg  -| length -
1 Lalnll £l of gl ] [} 4
. Sl al gty ] 3
3 an] g phae 3502 ey ) g A e Salid) Zulad o O 7
A Al i 1 i Ll iy A Sl s 9
() tastad dum ol gl Ak tatlpe ad g ol ot 1 [E:I 11
Eelations table
Wist nod+| nd pode -+ st node wer - nd. nods word - el
m@ ol 03 i P obj
5 03 05 I s i poss
5 03 o7 e A co
5 05 06 wilte i poss
5 o7 08 K] el cj
5 07 0 A e gen
s (8 05 pd wilfe poss
5 08 07 al & Lk
H 00 10 o P poss
] 10 12 sl o adj
5 15 :\-lg—-t gell
5 15 17 it ] poss
Ambiguity table
D | node_ID - |node word - |node pl - | node p2 - nd oode_pl - |nd node p2 | rel
() [1 [ gl s 10 09 Lk
-

Figure 7: Ambiguous structures in the Database

ESOLEC'2017

The fifth table in the database stores the words of each relation occurred in the corpus, and each words’ sentence are
linked by sentence ID.Moreover, another process achieved on the sentences' words; morphological analysis and
disambiguation to assign extra linguistic information. An automatic morphological analysis proceeded the task, by
generating multiple solutions to each word as in string like "JSI", it may be a verb, a noun as shown in figure (8).

Jsi VER _Pref-0  JSi_VER _suf-0
Jsi NOU _Pref-0  JSi NOU _suf-0
Jsi QUA i_Pef JS QUA _suf-0

Figure 8: The possible solutions for the input "Jsi"

Therefore, POS has been disabiguated manually and other linguistic information have been added based on mapping
and filtration from the UNL Arabic dictionary. Transivity, tense, voice , person, gender and Number attributes have been
assigned to verbs. Moreover, gender, number and animacy attributes have been assigned to nouns in the Words’ table as

in figure(9).

3 words {11 Quens \

Sentence_ID word

163 ;2h
88 ok
13 Gl
64 (et

267 samad

265 Ly

266 &yl

268 4yt

189 Jeloath
97 §Lalt

277 5 aaih

58 peleath

- |node Il - | wordD - | POS - | pr - sfx - | word tag -
05 26 NOU  DET_PREF_  _suf-0 NOU_s2G
1 fa NOU  DET_PREF_J _suf-0 NOU_faG
2 ey AD)  DET_PREF_J | _suf-0 ADJ_gias

e AD]  DET_PREF_J _suf-0 ADJ_goxi

332 NOU  DET_PREF_ | _suf-0 NOU_sas
31 Ay NOU  DET_PREF_J | _suf-0 NOU_&sy25
1 Ly NOU  DET_PREF_JI | _suf-0 NOU_&y23
35 Ay NOU  DET_PREF_J | _suf-0 NOU_%25
08 el NOU  DET_PREF_JI | _suf-0 NOU_\los
27 frem NOU  DET_PREF_J | _suf-0 NOU_g1.a
27 (§daal NOU  DET_PREF_Ji | _suf-0 NOU_§.dead
2 ] NOU  DET_PREF_J | _suf-0 NOU_pyiaal

GEN

MCL

MCL

MCL

MCL

MCL

FEM

FEM

FEM

MCL

NUM

SNG

SNG

SNG

SNG

SNG

SNG

SNG

SNG

SNG

SNG

NANM

NANM

NANM

NANM

MNANM

NANM

PST

Figure 9: Linguistic attributes in the words table
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3 THE QUANTITATIVE LINGUISTIC ANALYSIS

R is an open source programming language and software environment for statistical computing and graphics that is
supported by the R Foundation for Statistical Computing [9]. The R language is widely used among statisticians and data
miners for developing statistical software[10] and data analysis[11]. Polls, surveys of data miners, and studies of
scholarly literature databases show that R's popularity has increased substantially in recent years. R and its libraries
implement a wide variety of statistical and graphical techniques, including linear and nonlinear modeling, classical
statistical tests, time-series analysis, classification, clustering, and others. R is easily extensible through functions and
extensions, and the R community is noted for its active contributions in terms of packages. Many of R's standard
functions are written in R itself, which makes it easy for users to follow the algorithmic choices made. For
computationally intensive tasks, C, C++, and Fortran code can be linked and called at run time. Advanced users can write
C, C++, Java, NET or Python code to manipulate R objects directly. R is highly extensible through the use of user-
submitted packages for specific functions or specific areas of study. Due to its S heritage, R has stronger object-oriented
programming facilities than most statistical computing languages. Extending R is also eased by its lexical scoping rules.
Another strength of R is static graphics, which can produce publication-quality graphs, including mathematical symbols.
Dynamic and interactive graphics are available through additional packages.

In this study, R is used to prove the database structure quality. Three database parameters are detrmined to test the
database structure. The first is; to which extent the linguist can query to extract the linguistic information he asked for.
The second, is the statistcal analysis can be achieved on both before and after corpus analysis. The third parameter is ,
how database permits statistical language modelling for machine learning. The following subsections will explain and
show with examples, how the the parameters tested.

A. Linguistic information retrieval
In order to retrieve and query linguistic information exists in the database, two packages in R were very helpful to
achieve the retrival porocess; “RODBC” and “sqldf” libraries. “RODBC” library implements ODBC database
connectivity. To access the database tables, “sqlFetch” command is written to read some or all of a table from an ODBC
database into a data frame as in (3). The command is used 5 times to read the 5 tables of the database as in (3).

(3) sentences_tb<- sqlFetch(ch, "Sentences")
relations_tb<- sqlFetch(ch, "relations")
words_tb<- sqlFetch(ch, "words")
Ambigous_tb<- sqlFetch(ch, "Ambiguous")
subordinates_tb<- sqlFetch(ch, "subordinates")

The other package used is “sqldf” library to provide an easy way to perform SQL selects on R data frames. The
linguist may ask the database to exhibit the sentences which have an object dependency relation and doesn’t have subject
as in figure (10).

9qldf ("SELECT distinct sentences tb.sentence , relations th.st node word, relatione th.nd node word, relations_tb.rel
FROM sentences tb, relations tb
WHERE
relations_th.sen_ID=Sentences_tb.ID
And relatione tb.rel = 'obj’
And sentences tb.all rel not like '3sbj_%'"}:

Figure 10: Query to exhibit sentences without subject and contain object

The Answer for the query in figure (11) shows that there are 18 sentences fit the query requirements. Moreover,
sentences appear with different lengths and nodes, which held the object relations ‘obj’. We can note that sentence (3) its
object is a scope node; subordinate clause. In addition, we can see to which extent the object and its verb are far from
each other as in sentence (9). Some other questions, the linguist may ask to the database like: a) Which POS tags can
hold a predicate relation “pred”. b) Which sentences have subject relation; “sbj” relation with specific verbs such as, verb

“«hii,)l” or the verb “JSI” .
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&) | 7 Filter
Sentence st_node_word | nd_node_word rel
1| & anll ol L0 o8 [pitho pusls v pauoll pusl pds | i ol obj
2 | 31y8V1g Selond] ;0 S i slowd SIS amp Sapyadl (08 1y (¥ | obj
3| 35 o GenigdY O Oplody Oppal il OIS e ol Cpdll 8. | glgly Scope obj
4 | @llazd! Crpaas o paat alLazdl obj
5 bl glrill s Jouss gl obj
6 | plolbc jwliw pENLoT alas obj
7| AN 1is o8 i T | obj
8 | sl ods A old obj
9| Alocell Sjlesatl Joslall Evlgll (Brshll o8 Cul) wsly Bylaaatl obj
10 | alaocell 6jlasadl Jrshll gawlgl] aiayb 8 151y iy Slasnall obj
11| slgd udizy wpaddhizy gl obj

Figure 11: The output for the query in figure (10)
B. Quantitative linguistic Exploration

Data exploration is the first process in the analytical treatment of data. In sufficient attention is often given to
preliminary investigations of data, and researchers often jump straight into the formal statistical analysis phase of
analysis of regression, analysis of variance etc. without making sure that data have been entered correctly. Furthermore,
following a series of preliminary procedures the researcher should be able to identify definite patterns in the data, gain
insight into the variability contained within the data, detect any strange observations that need following up and decide
how to proceed with formal analysis.

In the current research, R language used to report the status of the syntactically analyzed data. For example, most and
least frequently occurring words, relations, pos tags. In addition to, types and tokens counting and ratio. In addition,
maximum and minimum number of relations per sentence and finally graphical data exploration which can represent the
statistical counts in an easy way.

The NLP — R library “tm” used to process the text. The main structure for managing documents in “tm” is a so-called
“Corpus”, representing a collection of text documents. A corpus is an abstract concept, and there can exist several
implementations in parallel. The default implementation is the so-called “VCorpus” (short for Volatile Corpus) which
realizes semantics as known from most R objects: corpora are R objects held fully in memory. Another implementation is
the “PCorpus” which implements a Permanent Corpus semantics, i.e., the documents are physically stored outside of
R(e.g., in a database), corresponding R objects are basically only pointers to external structures, and changes to the
underlying corpus are reacted to all R objects associated with it. Compared to the volatile corpus the corpus encapsulated
by a permanent corpus object is not destroyed if the corresponding R object is released. The “corpus” method used in the
second line of code in figure (12a) to proceed on the sentence column in the sentences table.

66 mi anemEe nces_tbs1 ength) )

# Data Exploration Quires
p Q 67 max(sentences_tbilength)

68

69+ ¢
MyData <- sentences_th3sentence £7.35 TE3 the mast frequerit words ¢
docs <- Corpus(vectorSource(MyDara)) ererre——
dtm <- TermbocumerntMatrix(docs) Console

m <- as.matrix(dtm)

v <- sort(rowsums(m),decreasing=TRUE) > View(sentences_th)

> min(sentences_tb$length)

d <- data.frame(word = names(v),freg=v) [ 2
head (d) > max(sentences_tb$length)
[1] 20
(a) (b)
=3
= '| b- rindassocs(dtm, terms = gL, , corlimit = 0.3)
AL il )
i 100 oW 4300 Jals Jsal Al Oljell  acgazall  Sjlaal
(i 0.57 0.57 0.57 0.57 0.57 0.57 0.57 0.40
o ! 1 lacs  olfs e lgo Y] geasll reirbaazall ayual acliall
St ; 0.40 0.40 0,40 0,40 0.40 0,40 0,40 0,40
(© ()]

Figure 12: R- libraries implementations
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A common approach in text mining is to create a term-document matrix from a corpus. In the “tm” package, the
classes Term Document Matrix and Document Term Matrix(depending on whether terms desired as rows and documents
as columns, or vice versa) employ sparse matrices for corpora. Inspecting a term-document matrix displays a sample,
whereas matrix () yields the full matrix in dense format (which can be very memory consuming for large matrices).The
third line code in (12a) creates the Term Document Matrix of the corpus; stored in the variable (dam).Term Document
Matrixes very useful for calculating to which extent words or element of matrix in general, related to each other. For
example, the association of specific element to the rest of elements of the matrix as in figure (12d). The association of the

word “&with the surround words are calculated given the document term matrix and correlation limit.

A word cloud shows the frequency of words in a document by varying the size of words in a visualization. Word
clouds are great for a quick, qualitative view of your open-ended survey responses, collection of tweets, or website
content. There are many word cloud creating websites; the most popular one being wordle.net box. Once the matrix is
obtained (dtm), word cloud can be created. The primary arguments for the wordcloud() function are the list of words and
the list of frequencies in the same order as the word list. There are a number of other arguments you can be used to
customize the appearance of the word cloud; the maximum and minimum size using the scale argument. a minimum
frequency can be set to limit the words to only those that appear x times. In addition, the colors can be set, as in the
words clouds above in figure (12c¢).

C. Towards syntactic modelling

Language Modeling (LM) is a central task to Natural Language Processing and Language Understanding. Models
which can accurately place distributions over sentences not only encode complexities of language such as grammatical
structure, but also extract a fair amount of information about the knowledge that a corpus may contain. Indeed, models
that are able to assign a low probability to sentences that are grammatically correct but unlikely may help other tasks in
fundamental language understanding like question answering, machine translation, or text summarization.

LMs have played a crucial role in traditional NLP tasks such as speech recognition [12] [13], machine translation, or
text summarization [14] [15]. Often (although not always), training better language models improves the underlying
metrics of the downstream task (such as word error rate for speech recognition, or BLEU score for translation), which
makes the task of training better LMs valuable by itself. Further, when trained on vast amounts of data, language models
compactly extract knowledge encoded in the training data. For example, when trained on movie subtitles [16], these
language models are able to generate basic answers to questions about object colors, facts about people, etc. Lastly,
recently proposed sequence-to-sequence models employ conditional language models [17] as their key component to
solve diverse tasks like machine translation [18] [19] [20] or video generation [21]. Deep Learning and Recurrent Neural
Networks (RNNs) have fueled language modeling research in the past years as it allowed researchers to explore many
tasks for which the strong conditional independence assumptions are unrealistic. Despite the fact that simpler models,
such as N- grams, only use a short history of previous words to predict the next word, they are still a key component to
high quality, low perplexity LMs. Indeed, most recent work on large scale LM has shown that RNNs are great in
combination with N-grams, as they may have different strengths that complement N-gram models, but worse when
considered in isolation [22] [23] . We believe that, despite much work being devoted to small data sets like the Penn Tree
Bank (PTB) [24], research on larger tasks is very relevant as over fitting is not the main limitation in current language
modeling, but is the main characteristic of the PTB task. Results on larger corpora usually show better what matters as
many ideas work well on small data sets but fail to improve on larger data sets. Further, given current hardware trends
and vast amounts of text available on the Web, it is much more straightforward to tackle large scale modeling than it
used to be. Thus, we hope that our work will help and motivate researchers to work on traditional LM beyond PTB — for
this purpose; we will open-source our models and training recipes.

N-grams are essential in any task in which we have to identify words in noisy, ambiguous input. In speech recognition,
for example, the input speech sounds are very confusable and many words sound extremely similar. [25]Gives an
intuition from handwriting recognition for how probabilities of word sequences can help. In the movie Take the Money
and Run, Woody Allen tries to rob a bank with a sloppily written hold-up note that the teller incorrectly reads as “I have
a gub”. Any speech and language processing system could avoid making this mistake by using the knowledge that the
sequence “T have a gun” is far more probable than the non-word “T have a gub” or even “I have a gull”

Language models are very useful in a broad range of applications, the most obvious perhaps being speech recognition
and machine translation. In many applications, it is very useful to have a good “prior” distribution p (X;...xn) over which
sentences are or are not probable in a language. For example, in speech recognition the language model is combined with
an acoustic model that models the pronunciation of different words: one way to think about it is that the acoustic model
generates a large number of candidate sentences, together with probabilities; the language model is then used to reorder
these possibilities based on how likely they are to be a sentence in the language.

Considering the database design discussed in (section 2 - B), language model cannot be built on the table form for 2
reasons. The first is the nodes IDs are arbitrary and cannot reflect the structure of related nodes inside the same sentence
to enable machine learning. For example, the same structure may occur in two sentences; for one of them, a verb node
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with the ID (x) related to two noun nodes with IDs (y and z). And in the other sentence, a verb node with the ID (a)
related to two noun nodes with IDs (b and c). Although both sentences have the same structure, they will be considered
as two because of nodes IDs. This issue can be solved using a numbering system that limits the numbers of IDs;
replacing “01” and “0X” with “1” and “2”. The proposed numbering system is resetting from 1 when the new sentence
began as in figure (13). The first column represents the automatic assigned ID, the second represents the word, the third
for the tag, the fourth represents the sentence ID, and the fifth represents the new numbered tag based on the sentence ID.

File Edt Format View Help

o1 Jsi VER 1 VER:1

03 gl NOU 1 NOU:2
05 dalah NOU 1 NOU:3
07 BTy ADJ 1 ADJ4

0A i VER 2 VER:1

oc ol NOU 2 NOU:3
OE Al NOU 2 NOU:2
o1 <hiyl  VER 3 VER:I

03 Slakd NOU 3 NOou:2
05 isadt  ADI 3 ADI3

07 3 coo 3 Co0:4
08 Lyl ADT 3 ADI:S

09 - PRE 3 PRE:6
11 ELA NOU 3 NOU:7
13 sze NOU 3 NOU:S
15 aly ADJ 3 ADI9

01 boy VER 4 VER:]
03 Siwddl NOU 4 NOU:2
05 S RPR 4 RPR:3|
07 & VER 4 VER:4
09 S PRE 4 PRE:S

Figure 13: The proposed Numbering System

Using the new numbered tag in figure (13) above, the sequences according to its occurrence in each sentence can be
represented. Each element in the sequence represented by 3 elements; the relation, the first node and the second node.
Separators are determined as follows to output the file (considered as input file for language modeling) in figure (15)
below:

e The relation is followed by “
e Nodes are separated by “-”
e Sequences are separated by blank space,
e Sentences are separated by the tag [/S].

w 9

shj_VER:1-NOU:2 link_ADJ4-NOU:2 obj_VER:1-NOU:3 [/S] obj_VER:1-NOU:3 sbj_VER:1-NOU:2 [/S] sbj_VER:1-NOU2 adj_NOU:2-ADJ3 co_ADJ3-COOH ¢j_COO:-
ADJ:S link_VER:1-PRE:6 gen_PRE:6-NOU:7 poss_NOU:7-NOLUS adj NOU:S-ADI9 [/S] sbj_VER:1-NOU2 link_NOU:2-RPR:3 link VER:4-PRES sub_RPR:3-SCOPE

gen PRE:S-PRON:6 sbj VER:4-NOLU:T adj NOU:7-ADIE link VER:1-PRE:9 gen_PRE:9-NOLU:10 adj NOU:10-ADJ11 [/S] obj_VER:1-NOU:2Z poss_NOU:Z-NOU:3
poss_NOUS-NOU:4 poss NOL4-PRON:S co_NOU:2-COC:6 link NOU:E-PRE:7 ¢j_COO:6-NOUE gen PRE:7T-NOU:? poss_NOU:9-NOU:10 adj NOU:10-NOL:11

link NOU:10-PRE:12 gen_PRE:12-NOU:13 poss_NOU:13-PPN:14 [/S] sbj_VER:1-NOU:2 link_VER:1-PRE:3 gen_PRE:3-NOU:4 poss_NOU:4-NOU:5 adj_NOU:5-ADJ:6
link_VER:1-PRE:7 gen_PRE:7-NOU:E poss_NOUE-NOL:9 link NOU:9-PRE:10 gen_PRE:10-NOU:11 poss_ NOU:11-NOLEI2 [/S] sbj_VER:1-NOU:2 link_VER:1-PRE:3

gen | PRE:3-NOUA poss_NOUA4-NOU:S adj NOUA-AD6 link VER:1-PRE:7 gen PRE:7-NOU:S poss_NOUE-NOUS link NOU:9-PRE:10 gen_PRE: 10-NOU:11
poss_NOU:11-NOU:12 [/8] sbj_VER:1-NOU:Z link_VER:1-! PRE:3 gen PRE:3-NOUA ink NOUA4-PRE:S gen PRE:S-NOU: ?hnk NOU:7-PRE:E gen PRE:S-NOU9
poss_NOU9-NOU:10 poss_NOU:10-NOU:11 adj_NOU:11-ADJ:12 [/S] poss_NOU:11-NOU:1 gen_PRE:12-NOU:2 adj_NOU:10-ADJA adj_NOU:6-ADJ;S sbj_VER:3-NOU:6
gen_NOU9-NOU:T link VER:3-PRE: link NOU:11-NOU:9 gen_PRE:8-NOU:10 poss_NOU:2-NOL:11 link NOU:10-PRE:12 [/S] sbj_VER:1-NOU:2 obj_VER:1-NOU4
poss_NOU:3-NOU:A poss_NOU:4-NOU:S poss_NOU:5-PRON:6 adj NOU:5-ADJ.7 adj NOU:5-ADIE [/S] sbj_VER:1-PFN:2 co_PPN:2-COO:3 Iink VER:1-NOU:4

poss NOU4-NOU:S link VER:1-PRE:6 gen PRE:6-PPN:7 link_VER:1-PRE:S link NOU:13-PRE:9 gen PRE:9-PRON:10 ¢j_COO:3-NOL:11 poss _NOLU:S-NOL:12
poss_PRE:§-NOL:13 [/S] link_VER:1-ADV:2 link_VER:1-PRE:2 gen PRE:3-NOU:4 adj NOU:4-ADILS adj NOU:4-ADJ6 sbj_VER:1-NOU:7 [/S] link_NOU:2-PRE:3
gen_PRE:3-NOU:4 obj_VER:1-NOU:7 spec_ NUM-NOU:7 spec_ NOU:6-NOU:7 poss_NOU:2-NOU:8 poss_ NOU:A-NOU:9 adj NOU:8-ADJ:10 sbj_VER:1-NOU:11 [/S]
shj_VER:1-NOU:2 link_VER:1-PRE:3 gen PRE:3-NOU poss_NOUM4-NOU:S adj NOU:5-ADJ6 [/5] obj_VER:1-NOU:3 poss NOU2-NOU:3 sub_PTC4-SCOPE
obj_VER:5-NOU:6 s'b}_\-"ER 1-NOU:7 poss_NOU:3-NOU:S poss_NOU:6-NOU:9 sbj VER:5-PRON:10 [/8] sbj_VER:1-NOU:2 link VER:1-PRE:3 gen PRE:3-PREd
link_PRE4-PRE:S gen_PRE:S-NOU:6 link_NOU:7-NOU:9 poss_NOU:-NOU:10 poss_NOU:10-NOU:11 adj NOU:11-NOU:12 [/S] adj_NOU:2-ADJ:1 poss NOU:S-NOU:2
link_VER:4-ADV:3 gen_PRE:6-NOU:S link_ VER:4-PRE:6 [/S] adj NOU:12-ADJ:2 gen PRE:7-NOU:3 app_NOU:E-NOU: link_ADJ:2-PRE:S gen_PRE:S-NOU6 link_ADJ:2-
PRE:7 sbj_VER:1-NOU:E adj NOU:12-ADJ9 poss NOU:6-NOU:10 adj_NOU:6-ADJ11 obj_VER:1-NOU:12 [/S] adj NOU:2-ADJ:1 gen_PRE:7-NOU:2 gen PRE:4-DEM:3
link_ VER:6-PRE:4 app_DEM:3-NOLIS link_VER:6-PRE:7 [/S] poss_NOU:10-NOU:1 adj NOU:1-ADJ2 sbj VER:E-NOU:3 poss NOU:3-NOUA link VER:8-ADV:S
link_VER:8-PRE:6 link PPN:9-PRE:7 gen PRE:6-PPN:2 gen PRE:7-NOLL10 [/S] ¢j_COO:3-NOU:1 poss_NOU:11-NOU:2 co_NOU:7-COO:3 gen_PRE:S-DEM:4 gen_PRE:1
NOU:S link_NOU:2-] PREﬁgen PRE:6-NOU:7 link_VER:9-PRE:8 link_VER:9-PRE:10 obj_VER:9-NOU:11 [/S] gen_PRE:14- VER:1 poss_NOU:17-NOU:3 co_NOU3-COO:4
poss_NOU: 18-NOU:S link _VER:1-PRE6 poss_| NOU:10- NOU‘Fadj_NOUJ -ADJ:E poss_NOU:11-PRON9 sbj_VER:12-NOU:10 gen_PRE:13-NOU:11 link ! NOU:10-PRE:13
link_ VER:12-PRE:14 link ] NOU:16-PER:15 ¢j_COOM4-NOL:16 gen PRE:6-NOU:1T gen PER:15-NOU:1E app_NOU:11-PPN:19 [/5] obj_VER:4-SCOPE PR_'EDK VER:1-
SCOPE PREDX PTC: 10-SCOPE poss_NOU:9-PRON:2 gen PRE:12-NOU:3 adj_NOU:3-ADJ:6 SUBJX_VER:1-NOU:7 SUBJX_PTC:10-FPN:E poss_NOU: 11-NOU9
pred_PRON:S-NOU:11 link_VER:1-PRE:12 [/S] gen_PRE:7-NOU:2 link_VER:1-PER:3 poss_NOU:2-NOU gen_PER:3-NOU:S adj_NOU:5-ADI:6 link_ADJ:6-PRE:7
sbj_VER:1-PPN: [/S] poss_NOU:11-NOU:1 gen PRE:12-NOU:2 adj NOU:10-ADJ:4 adj NOU:6-ADJS sbj_VER:3-NOU:6 gen_NOU:9-NOU:7 link_VER:3-PRE:S
link_NOU:11-NOU:9 gen PRE:E-NOU:10 poss NOU:2-NOU:11 link_ NOU:10-PRE:12 [/S] poss_NOU:1-NOU:2 poss_NOU:2-ADJ:3 gen_PRE:4-NOU:S poss NOU:5-NOU:6|
poss. NOU:G-NOU:T obj_VER:9-NOU:10 link NOU:15-PRE:12 poss_NOU:7-NOU:13 app_DEM:E-NOU:14 gen_PRE:12-NOU:16 sbj_VER:11-NOL:17 [/S] poss_VER:2-
PRE:3 gen_PREA-NOU:S adj NOU:S-ADJ6 sbj_VER:1-NOU:7 obj_VER:1-RPR:8 poss_PRE:3-NOU:9 adj NOU:9-ADX:10 [/S] link_NOL:7-PRE:2 link_NOLU:11-PRE:4
gen_PRE:4-NOU:S poss_NOU:S-NOU:6 gen_PRF:2-NOU:8 poss_NOU:3-NOU:8 poss_NOU:6-NOU:9 adj NOU:6-ADJ:10 sbj_VER:1-NOU:12 /8] link_NOU:7-PRE:2 |
gen PRE:2-NOU:3 poss_NOU:3-NOU:S adj_NOU:5-ADJ6 sbj VER:1-NOU: [/§] ink VER:1-NOU:2 co_NOUE-COO:S ¢ COO:5-NOU:6 gen | NOU2-NOU:T gen_ PRE:3-

Figure 15: The input file for language modeling

The basic and necessary model for the NLP tasks is the N-gram model. The R library (ngram) is used for generating
the bi-gram model for the relations — tag file in figure (15). Frequencies and Probability distribution for each bi-gram can
be calculated as in figure (17)
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1 "gen_PRE-5-NOU link NOU-7-NOU-9" ngrams freq prop

b "link_NOU:1-PER:3 gen_PER:3-NOU:4"

B."sbj_VER:1-NOU:2 link_VER:1-ADV:3" [/5] shj_VER:1-NOU:2 43 0.024487472
i, "gen_PRE:2-NOU:3 poss_NOU:3-SCOPE" .
E "sub_PTC:4-SCOPE obj VER:5-NOU:E" [/5] link_WER:1-PRE:2 30 0.017084282
B,"gen_PRE:3-NOU:4 poss_NOU:4-NOU:5" ) i ! ! .
7 link_VER-1-ADV:2 link_VER:1-NOU:3" link_VER:1-PRE:2 gen_PRE:2-NOU:3 21 00113589498
B,"gen_PRE:2-NOU:4 spec_NUM-NOU:4" [/5] obj_VER:1-NOU:2 17 0.000681003
B."link_VER:1-PER:3 poss_NOU:2-NOU4"

10,"spec_NUM-NOU:9 obj_VER:2-NOU:10" [/5] link_NOU:2-PRE:3 13 0.007403180
H1,"ad] NOU-3-ADJ-8 poss NOU:11-PRON.9"
12 "gen_PRE:5-NQU:6 link_NOU:6-PRE:T" [/S] shj_VER:1-PPN:2 12 0.006833713
3 "poss_NOU:4-NOU:12 adj_PTL:9-ADJ:13"
14 "link VER 1-PRE 5 gen PRE-5-NOU 6" link_VER:1-PRE:3 gen_PRE:3-NOU:4 12 0.008833713
5 "link_VER:5-ADV-6 [/S]" . ) . )
16 "gen PRE 4-NOU:5 poss NOUB-NOU:6" gen_PRE:2-NOU:3 poss_NOU:3-NOU:4 10 0.005604761
17 "gen_PRE:8-PPN:11 adj_NOU:7-ADJ:12" - P
6 ea NOU- VER 2 o] adj_NOU:2-4D):3 [/S] 0 0.005125285%
19,"sbj_VER 1-NOU.12 [/S]" shj_VER:1-NOU:2 poss_NOU:2-NOU:3 0 0.005125285
PO "link_VER:1-PRE:6 gen_PRE:6-NQU:7"
21,"link_VER:9-ADJ:10 link_VER:9-PRE:11" obj_VER:1-NOU:3 [/5] 9 0.005125285
P2 *app_DEM:2-NOU:5 sbj_VER-1-NOU:6"
£3,"poss_NOU:5-NOU:6 poss NOU:3-NOU:7"

Figure 16: The bigram output Figure 17: Probabilities and frequencies of bigrams

A correlation coefficient is a number that quantifies a type of correlation and dependence, meaning statistical
relationships between two or more values in fundamental statistics. In this study, for finding the relationships between
two syntactic relations and their nodes, correlation coefficient can be sufficient in prediction with the syntactic relation.

The cor( ) function can be used to produce correlations and the cov( ) function to produces covariances.

A simplified format is cor(x, use=, method=) where:

X Matrix or data frame

use Specifies the handling of missing data. Options are all.obs (assumes no missing data -
missing data will produce an error), complete.obs (listwise deletion), and
pairwise.complete.obs (pair wise deletion)

met Specifies the type of correlation. Options are pearson, spearman or kendall.
hod

The bi-gram output has been used to output the matrix as an input for the correlation function to output the correlation
matrix in figure (18).

adj_NOuU:1* adj_NOU:1-- adj_NOU:2--  adj_NOU:2- adj_PPN:2- app_DEM:1-  app_DEM:2-
ADJ:2 ADJ:3 ADJ:3 NOU:5 AD):3 NOU:3 NOU:3

Scope -0.06420289  0.14512399 046539418 -0.04514817 021671122  -0.07877819 | -0.10277763
adj_NOU:2-AD):3 -0.04228460 0.24608235 1.00000000 -0.02973505 -0.02973505 -0.05188413  -0.06769041
sbj_VER:1-NOU:3 -0.03896186 -0.03885408 0.26124486 -0.02739840 -0.02739840 -0.04780695  -0.06237114
gen_PRE:2-NOU:3 -0.03888814 -0.03878056 | -0.07399678 -0.02734656 -0.02734656 | -0.04771649 -0.06225313

app_DEM:2-NOU:3 -0.03557390 -0.035475490 -0.06769041 -0.02501595 -0.02501595 -0.04364986 1.00000000
link_VER:1-PRE:3 -0.03155874 -0.03147144 0.33671068 -0.02219245 047713761  -0.03872318 -0.05052003
obj_VER:1-NOU:3 -0.03155874 -0.03147144 0.14798113 -0.02219245 0.49378194 -0.03872318 -0.05052003
obj_VER:1-NOU:4 -0.03155874 -0.03147144 0.14360182 047713761 047713761 | -0.03872318  0.18692412

poss_NOU:2-NOU:3 -0.03155874 -0.03147144 | 0.35601257 | -0.02219245 -0.02219245 | -0.03872318 | -0.05052003

Figure 18: The correlation matrix for all syntactic relations

4 CONCLUSION

Considering the importance of databases in data organization, the researcher suggests a database design for the
syntactic dependency trees which enable syntactic data search for linguists to enhance their models. The database is a
usable research tool for the academic community; the extensibility condition considered in design. Moreover, relational
database was the best way for syntactic relations storage and retrieval given other information about relation nodes. R
language proved its efficiency in data statistical operations; it is a very promising language programming for building
NLP tools. Furthermore, R is very suitable for building language models such as n-gram model which is the core of the
statistical NLP tasks. Using n-gram model, probability distribution, frequencies and correlations calculation were
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possible to be conducted on the syntactic relations. All such calculations can be used for building the offline phase in the
supervised machine learning application, as the analyzed data is considered as a training data.
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Predicting Diacritics for Arabic Unknown Words
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Abstract—This paper presents a methodology for predicting the diacritics of Out Of Vocabulary (OOV) for Automatic
Diacritization of Modern Standard Arabic (MSA) texts. An Arabic annotated corpus of 550,000 words is used; the
International Corpus of Arabic (ICA). In addition, a testing data of 52,000 words from Arabic Tree Bank (ATB) have been
handled and used. For predicting the OOV words, a prior step is taken; pre-processing the stems of the training data. A list of
unique 4307 diacritized patterns with their templates and frequencies have been used. At this point, the morphological Word
Error Rate (WER) is 4.56% while the morphological Diacritic Error Rate (DER) is 1.88% and the syntactic WER is 9.36%.
The best WER is 14.78% compared to the best published results, of [1]; 11.68%, [13]; 12.90%and [10]; 13.60%.

Keywords: Automatic Diacritization - Out Of Vocabulary - Arabic Natural Language Processing- Internal
Diacritics - Case Ending Diacritics

1 INTRODUCTION

Modern Standard Arabic (MAS) is currently the sixth most widely spoken language in the world with estimated 422
million native speakers. It is usually written without diacritics that make it difficult for performing Arabic text processing.
In addition, this often leads to considerable ambiguity since several words that have different diacritic patterns may
appear identical in a diacritic-less setting. In fact, a text without diacritics may bring difficulties for Arabic readers. It is
also problematic for Arabic processing applications where the lack of diacritics adds another layer of ambiguity when
processing the input data [17].

Diacritics restoration is the problem of inserting diacritics into a text where they are missing. Predicting the correct
diacritization of the Arabic words elaborates the meaning of the words and leads to better understanding of the text,
which in turn is much useful in several real life applications such as Information Retrieval (IR), Machine Translation
(MT), Text-to-speech (TTS), Part-Of-Speech (POS) tagging and others.

For full diacritization of an Arabic word, two basic components are needed: 1) Morphology-dependent that selects the
best internal diacritized form of the same spelling; e.g. the word “ale” “Elm” has different diacritized forms;

"eh"“Ellom” “science”, "ale" “Ealam” “flag”, "eh" “Eal~ama” “taught” and "ale" “Ealima” “knew”.2) Syntax-
dependent that detects the best syntactic case of the word within a given sentence; i.e. its role in the parsing tree of that

sentence. For example; &l 3 ale o <aali) “darasotu Eiloma Alr~iyADiy~Ati” “I studied Mathematics” implies the
syntactlc diacritic of the target word - which is an “object” in the parsing tree - is “Fatha”, while &> ¢ ‘—'hm\-’ P e&‘- ¥

e }H\ ‘yufiydu Eilomu Alr~iyADiy~Ati jamiyEa AloEuluwmi” “Mathematics benefits all sciences” implies the syntactic
diacritic of the target word which is a “subject” in the parsing tree - is “Damma” [14].

OOV words are unknown words that appear in the testing process of the diacritization system but not in the diacritizer
vocabulary. Most automatic diacritization systems can only diacritize words that belong to a fixed finite vocabulary.
When encountering an OOV word, the diacritizer will not diacritize it. In addition, OOV words also affect the diacritizer
performance of their surrounding words. Furthermore, OOV words are usually important content words, such as names,
locations, etc., which incorporate crucial information for understanding the diacritized text.

Due to its importance in giving the correct more accurate diacritization results and consequently gives the correct
understanding of Arabic texts, we present a methodology for predicting the diacritics of OOV words. Section 2 reviews
some related work to automatic diacritization systems. Section 3 describes the used data sets. Section 4 reviews the
methodology of our system in general and details the built OOV Arabic diacritization module. Section 5 discusses the
output results. Finally, section 6 concludes the paper.

2 RELATED WORK

Diacritic restoration has been receiving increasing attention and has been the focus of several studies. Different methods
such as rule-based, example-based, hierarchical, morphological and contextual-based as well as methods with Hidden
Markov Models (HMM) and weighted finite state machines have been applied for the diacritization of Arabic text.
Among these trials, that are most prominent, [1-2], [5-18] and [20].
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In addition, some software companies have developed commercial products for the automatic diacritization of Arabic;
Sakhr Arabic Automatic Diacritizer [21], Xerox’s Arabic Morphological Processor [22] and RDI’s Automatic Arabic
Phonetic Transcript or (Diacritizer/Vowelizer) [23]. Moreover, there are also other free online available systems;
Meshkal Arabic Diacritizer [24], Harakat Arabic Diacritizer [25], Al-Du’aly [26], Farasa [27] and Google Tashkeel
which is no longer working where the tool is not available now. To our knowledge, none of the previous systems makes
use of syntax with the exception of [2], [6] and [19] who have integrated syntactic rules.

3 DATASETS

The used “Training Data Set” in the current module is about 450,000 words that were selected from a Morphologically
Annotated Gold Standard Arabic Resource (MASAR) for MSA [7]. The texts were selected from different sources;
Newspapers, Net Articles and Books. Moreover, these selected texts covered more than one genre. Each word is tagged
with features, namely, Lemma, Gloss, prefixes, Stem, Tag, suffixes, Gender, Number, Definiteness, Root, Stem Pattern,
Case Ending, Name Entity and finally Vocalization.

In MASAR, some words are manually analyzed, because the used analyzer; Buckwalter Arabic Morphological Analyzer
(BAMA 0.2) [4], may provide many solutions, but none of them is right, or it may be unable to provide any solutions for
the input word. Consequently, solutions enhancement is needed in these cases. The solutions are analyzed manually as if
they are analyzed by BAMA and they are added in BAMA’s dictionaries so that they would be analyzed correctly the
next time these words are used. This helps in making sure that the training data set contains all the vocabulary.
Consequently, the out of vocabulary (OOV) problem will not form a problem while working in the used training data sets,
but it may appear in handling new texts.

In order to have an objective evaluation of the system, the same testing data (LDC’s Arabic Treebank) that was used in
the other systems was used to compare the results. The ""Testing Data Set" is a part of Arabic Tree Bank part 3 (ATB3)
form “An-Nahar” Lebanese News Agency that was annotated depending on BAMA. It consists of 91 articles (about
52.000 words) covering the period from October 15, 2002 to December 15, 2002 [20].

Preprocessing the ATB testing data is a very important step that allows the researcher to represent the data and its
features in a useful way that everything becomes ready for calculating any statistics or system parameters.

Every file in this data represents one journal article. The article is represented in the form of sequences of Arabic
morphological analysis and part-of-speech tagging or sequences of parsing trees of the vocalized words. The first step in
preprocessing the data is to generate the original sentences, from the Arabic morphological analysis and part-of-speech
tagging. This is accomplished through the following sub-steps:

1. Arabic morphological analysis and part-of-speech tagging input, and extracting the selected solution for each
word with its vocalized form POS tag.

2. Generating the non-vocalized form of each word by removing all the diacritics from the corresponding
vocalized words.

By the end of these steps, the data is stored in a database table, so that they can be used in creating both the raw and
diacritized text of each article. After finishing the preprocessing of the testing data, the researcher finds that:

= 3.16% of the words do not have selected solutions in the ATB testing data. This is due to some wrongly joined
words; there are no solutions to be disambiguated from BAMA or none of the found BAMA's solutions is
available for the context. Some of these words are found with their corresponding solution in ICA data sets.
Other words have been handled by editing them as "s_leas3 ) ¢" "85 sa sal" and "4l&iwwedial" Finally, the
remaining words have been dealt with as OOV. To evaluate the OOV words, they are reviewed according to
their contexts and assigned the suitable diacritics by the researcher just to be used in the testing process.

= [t has been noticed that the letter before <, ‘A’ that is written within the word is never diacritized in BAMA
since it depends on that ‘) ‘A’ is a prolongation letter ‘X <3’ which leads to have words that have no

morphological diacritics at all such the word ‘0% ‘qAl’ ‘said’. This problem has not been fixed in ATB,
although it has been fixed in the training data sets. To overcome this problem that leads to inconsistency while
evaluating the system with other state-of-the-art systems, the rules that are responsible for restoring these
missing diacritics in morpho-phonological modules have been disabled.
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4  ARABIC DIACRITIZATION SYSTEM

In this system, the diacritization problem will be handled through two levels; morphological processing level (for
detecting the internal diacritics)and syntactic processing level (for detecting the case ending diacritics).The
morphological processing level depends on four layers. The first three layers are similar to BASMA’s (Alansary, 2015).
The first layer is direct matching between the words that have only one morphological analysis and their diacritized
forms, the second is disambiguating the input by depending on contextual morphological rules, and the third is
disambiguating the input statistically by using machine learning techniques. However, the three layers in this algorithm
are applied sequentially for the whole input, unlike BASMA'’s system that applies the layers word by word. In each of
these layers, a step towards the morphological diacritization of the input text is performed as figure 1 shows. Moreover,
this algorithm makes use of the relations between the words and their contexts, whether the preceding or the succeeding
words, but BASMA depends only on the morphological disambiguation of the preceding words. In addition to these three
layers, another layer is used; the Out Of Vocabulary (OOV) layer. The adopted syntactic algorithm is a rule based
approach that detects the main constituents of the morphological analysis output and applies the suitable syntactic rules
to detect the case ending.

Input Text Preprocessing Stage ]

(Cleans ana Prepares 18he Input Tex)

P 9 yzer | \
Ganerates Morp Anatysis Solution List ‘

helogical
o Tenl's Unigas Words

Dealing with OOV ]
Bugpests All Possibie Solutions and POSS For
oov

Morphological Disambiguation
Processing Level

Ceteots All Words That

Uni Morphological Form Layer
Deacomiawd Mo pholocal Form

]
For Each Undiacritized Word in The Input
Text

1

‘ Rule Based Layer (Flrst Type]
Gets Only Onve DiacoitizediMaorp!

F

Apnllw Qver it Diacritizer/Morphological Form of This Word

. Il Words

=

pplied Rule Give O Yes. ‘

‘+ Assigns The Selected

Text

}
For Each Undiacritized Word in The Input W

Rule Based Layer {(Second Type) The
May get One or Mare Than One DiacrizizecdiMorphodogheal Foem
Pachaing OOV Salution?

Statistical Based Layer [ e
Ratrieves Assigns The Selected
e by Ruie | DiacritizeriMorphological Form of This Ward

T
Statistical Based Layer I

ikl ©0V] Erom All RAMA Sokutions. All Ward:
rocessed

wes
1
T
X

[ Syntactic Processing Level I

]
1

| Set Definiteness Feature |

[
o Select Each Word Needs Case ending in
o The Input Text

1
Applies the Suitabhle Rule and Assigns
the Suitable Case Ending

Fully Diacritized
Text

Figure 1: General Design of SHAKKIL System

3.1 OOV Module

As mentioned before, there are no out of vocabulary (OOV) words in the training data set, but the system encounter OOV
when handling new texts. Handling OOV words means getting the most probable morphological diacritization of the
OOV words and predicting their POS tags.

For predicting the OOV words, a prior step is taken; preprocessing the stems of the training data. The stems of the
training data are used to get a list of unique 4307 diacritized patterns with their templates and frequencies. The patterns
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are prepared by converting the consonants in the stem to placeholder while keeping the vowels, hamazat (" "I" ,"<" "I

L& " "S> ete.) and weak letters ‘g1 5" "Alell Cag an "wAy". In addition, POS of patterns are taken into
consideration as figure 2 shows.

The POS helps, in some cases, in limiting the scope of the search of the matched pattern, where, for example, if the OOV
word has been detected as having 'J)' 'Al' at the beginning of it, this means the system should search for the detected
pattern in the patterns of nouns or adjectives.

- <O0V_Pattern>
<0O0V_Patterns>{}---</0O0V_Patterns>
<Diac_Patterns>{i}o-a-a-</Diac_Patterns>
<Tags>PV</Tags>
<Count>1</Count>

</O0V_Pattern>

- <O0V_Pattern>
<Q0V_Patterns>{}--A-</00V _ Patterns>
<Diac_Patterns>{i}o-i-A-</Diac_Patterns>
<Tags>NOUN</Tags>
<Count>17</Count>

</0O0V_Pattern>

- <O0V_Pattern>
<OOV_Patterns>{}--A-y</O0OV_Patterns>
<Diac_Patterns>{i}o-i-A-iy~</Diac_Patterns>
<Tags>ADJ</Tags>
<Count>8</Count>

</0O0V_Pattern>

- <O0V_Pattern>
<00V _Patterns>{--</O0V_Patterns>
<Diac_Patterns>{i-~a-</Diac_Patterns>
<Tags>PV</Tags>
<Count>1</Count>

</O0V_Pattern>

- <0O0V_Pattern>
<00V _Patterns>{---</O0V_Patterns>
<Diac_Patterns>{i-~a-a-</Diac_Patterns>
<Tags>PV</Tags>
<Count>164</Count>

</O0V_Pattern>

- <O0V_Pattern>
<Q0V_Patterns>{--></0O0V_Patterns>
<Diac_Patterns>{i-~a-a></Diac_Patterns>
<Tags>PV</Tags>
<Count>1</Count>

</O0V_Pattern>

- <O0QV_Pattern>
<O0V_Patterns>{--Y</O0V_ Patterns>
<Diac_Patterns>{i-~a-a¥Y</Diac_Patterns>
<Tags>PV</Tags>
<Count>1</Count>

</O0V_Pattern>

Figure 2: Pattern List with their Diacritized Patterns and Tags

While detecting the input text analysis solutions, each word is checked by the system to determine whether it has
analyses solutions from BAMA or it is OOV. When the word form is checked as OOV, the system switches to the OOV
module. In this module, the system tries to get all word's possible morphological constituents (a combination of prefixes,
stem and suffixes). Then, it uses the list of detected stems and gets their counterpart diacritized patterns. The selected
pattern is used to retrieve the suitable diacritic for the stem. Moreover, the system chooses the POS tag of the diacritized
pattern and assign it to the diacritized stem where each selected solution is added to text's solutions:

While working in the morphological disambiguation processing level, if the OOV word has more than one matched POS

tag, the system detects the best one depending morphological processing level. Figure 3 shows an example for some
OOV words highlighted by red square:
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Figure 3: An Example for OOV Words

After detecting the suitable diacritized stem, tags, the system concatenates the prefixes and suffixes with the selected
pattern to get the full morphological diacritized form depending on the morpho-phonological rules. After all these steps,
it can be said that the system analyzes the input text morphologically. In order to achieve the morphological diacritized
form, some morpho-phonological rules are applied.

5 RESULTS AND EVALUATION
A blind copy of the testing data set is used to evaluate the system versus the gold annotated data. Two error rates are
calculated: diacritic error rate (DER) which indicates how many letters have been incorrectly restored with their diacritics,
and word error rate (WER) which indicates how many words have at least one diacritic error. In the testing process,
51.63% of the words are diacritized in the first layer, 5.56% of the words are diacritized by rule-based layer only, 8.26%
of the words are diacritized by both rule-based and statistical-based layers, 32.99% of the words are diacritized by
statistical-based layer only, and finally 1.56% of the word is diacritized in OOV layer.

In OOVlayer, the system could predict the words with WER of 11.2% and DER of 6.7%. Table 1 summarizes the results
of the current proposed system in comparison with other systems.

TABLE 1:
SUMMARY OF THE COMPARISON BETWEEN THE STATE-OF-THE-ART SYSTEMS.

WER | DER | WER | DER

Zitouni (2006) 17.30% | 5.10% | 7.90% | 2.50%
Habash, Rambow & " "
Roth (2009) 13.60% | NA |520% | NA
Rashwan (2015) 12.90% | NA NA NA
Abandah (2015) 11.68% | NA |3.54%|1.28%
Metwally, Rashwan &

. . 13.70% | NA NA NA
Atiya (2016) °
Chennoufi & Mazouri

NA NA | 1.86%

L2016)

The comparison indicates that [1], [13] and [10] outperform the current system’s results. However, the results are still
close to [11].
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6 CONCLUSION

In this work, we depend on Arabic morphological rules as well as different machine learning techniques for detecting the
morphological diacritics (internal diacritics). In addition, we adopted a rule based syntactic algorithm that detects the
main constituents of the morphological analysis output and applies the suitable syntactic rules to detect the case ending.
Moreover, we have dealt with OOV words to get the most probable morphological diacritization and predict their POS
tags depending on unique 4307 diacritized patterns with their templates and frequencies. Evaluation of the proposed
system is made in comparison with other best state of the art systems. The best WER of the morphological diacritization
achieved by the system is 4.81% and the best syntactic diacritization achieved is 9.97% compared to the best-published
results. Since this work is in progress, these results are expected to be enhanced by extracting more Arabic linguistic
rules (morphological and syntactic), adding more semantic features, using different machine learning techniques for
morphological and syntactic processing levels and implementing the improvements by working on larger amounts of data.
For enhancing the OOV results, more patterns with more features need to be handled.
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Abstract— Quantitative linguistics is the comparative study of the frequency and distribution of words and syntactic structures
in different texts. The aim of qualitative analysis is a complete, detailed description of the linguistic data. Quantitative analysis
is made to assign frequencies to the linguistic features which are identified in the data, and rare phenomena receives (or should
receive) the same amount of attention as more frequent phenomena. Thus, the aim of the presented study is to make a
compared quantitative linguistic analysis of the most common Egyptian aphorisms in both languages Arabic and English by
using the statistical system of R language. The comparison is done between one corpus of Egyptian aphorisms in Arabic
language and another corpus of the Egyptian aphorisms in English language. All the data of the present study is analysed
morphologically and semantically. Then the output of the analysed corpora is use as an input for doing the quantitative
linguistic analysis by using R language statistical analysis; which make us able to query about the most frequent linguistic
features of the Egyptian aphorisms database in both languages Arabic and English. Further, a comparison is done between the
Egyptian aphorisms in Arabic language and the Egyptian aphorisms in English language, moreover; many more statistical
analyses will be investigated from the present database of the Egyptian aphorisms.

Keywords: Quantitative linguistics, statistical linguistics, corpus linguistics, NLP, R language.
1 INTRODUCTION

In quantitative linguistic analysis the features were classified, counted, and even constructed more
complex statistical models in an attempt to explain what is observed. Quantitative findings can be
generalized to a larger population, and direct comparisons can be made between two corpora, so long
as valid sampling and significance techniques have been used. Thus, quantitative analysis allows us
to discover which phenomena are likely to be genuine reflections of the behavior of a language or
variety, and which are merely chance occurrences. The more basic task of just looking at a single
language variety allows one to get a precise picture of the frequency and rarity of particular
phenomena, and thus their relative normality or abnormality.

Hurford, Heasley & Smith (2007) state that, in a corpus; the description of words of any language
is a central part of its components. Thus, a good corpus should typically gives (at least) three kinds of
information about words, such as; grammatical information which includes syntactical or
morphological information about its part of speech (e.g. noun, verb) and inflections (e.g. for plural
number or past tense or gender), and semantic information about the word’s animacy.

The aim of the presented study is to make a comparison quantitative linguistic analysis between two

corpora of Egyptian aphorisms; one corpus is in Arabic language and the other is in English language,

by using the statistical system of R language. The analysis of these corpora is done on two levels of
linguistic analyses (morphological analysis and semantic analysis):

o First: is the morphological analysis, whereas; the part of speech tagging of each word and

their description and inflections are analyzed. The tagging process is done by using the online

Stanford Parser and the description and inflection of part of speech is done manually based
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on the part-of-speech tags which used in the Penn Treebank Project. As well as, the gender of
each word in the two corpora, that done manually too.
e Second: is the semantic analysis, in which, the animacy (animate and inanimate) of each
word in the two corpora where analyzed manually.
After that, the output of the two analyzed corpora will be used as an input for doing the quantitative
linguistic analysis by using R language statistical analysis; which makes us able to query about the
frequency of any word included in each corpus of the Egyptian aphorisms corpora and their part of
speech tagging. Moreover, the numbers of words of each sentence of the two corpora are measured,
that enable us to compare between the two corpora of Egyptian aphorisms. That analyses enable us
to make a comparative study between the number of tokens of each Egyptian aphorisms corpus, and
many more statistical analyses can be investigated of the present database of the Egyptian aphorisms.
Another aim can be achieved throughout the present study is to evaluate the online Stanford Parser
by evaluating the time taken for marking the part of speech tagging of different Egyptian aphorisms
with different lengths (different number of tokens) and different languages too, by making a relation
between the length of the aphorism and the time taken for tagging its words by using R language too.

2 METHOD

The adopted method for accomplishing the quantitative linguistics analysis of the two corpora (in
Arabic language & in English language) of Egyptian aphorisms will be clarified in details in this
section.

A. Collecting Data

In the present study, the linguistic data which collected for the two corpora are sentences from the
Egyptian aphorisms. One corpus is in Arabic language and composed of 50 sentences of Egyptian
aphorisms. And, the other corpus is composed of 50 English sentences of Egyptian aphorisms too.
The two corpora are collected from the online database of Egyptian aphorisms.

B. Analyzing Data

After collecting the two corpora of Egyptian aphorisms in Arabic language and in English language; analyzing the two
corpora is done through to steps:

o First: automatically; by using the online Stanford Parser, for counting the number of tokens of each aphorism of
the two corpora of Egyptian aphorisms. In addition, for marking the part of speech tagging (which refer to a
syntactic function) of each word of the included two corpora, as well as, measuring the taken time for tagging
the words of each aphorism.

¢ Second: manually; by adding the descriptions and inflections of each part of speech tagging
with the aid of the list of the parts of speech encoded in the annotation system of the Penn
Treebank Project (which includes the parts of speech with their corresponding abbreviations
"tags" and some additional information). Also, analyzing the animacy (animate / inanimate)
and the gender (masculine / feminine) of each annotated word of the two corpora of the
Egyptian aphorisms.

C. Manipulating Data

Manipulating the analyzed data of the two corpora of the Egyptian aphorisms includes converting and tabulating all the
analyzed data into excel sheet (which will be saved as CSV file) to be accepted and read by R language as CSV file. The
present study includes four CSV files named as al, a2, el & e2. Files named al & el (see table 1 & table 3) includes the
querying Egyptian aphorisms sentences in Arabic language and in English language, respectively, with their ID, Tokens,
Time, and Language. Consequently, the total number of the collected Egyptian aphorisms of the two corpora is 100
sentences (50 in Arabic language & 50 in English language).
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Whereas, files named a2 & e2 (see table 2 & table 4) includes the Query sentence ID and the list of words of each
sentence with their word ID, respectively. Files named a2 & e2 also includes Tag, Description, Animacy, and Gender for
each word that included in the present study. Therefore, the total number of words of the two corpora is 1007 words (512
in Arabic language & 495 in English language).
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TABLE 1: SAMPLE OF EXCEL SHEET FILE THAT NAMED A1l; INCLUDES THE
QUERYING EGYPTIAN APHORISMS SENTENCES IN ARABIC LANGUAGE WITH THEIR
ID, TOKENS, TIME, AND LANGUAGE.

ID
Arabic 1
Arabic 2
Arabic 3
Arabic 4
Arabic 5
Arabic 6
Arabic 7
Arabic 8
Arabic 9
Arabic 10
Arabic 11
Arabic 12
Arabic 13
Arabic 14
Arabic 15
Arabic 16
Arabic 17
Arabic 18
Arabic 19
Arabic 20

Tokens Time

11
5
14
10

11

14

13

13
10

10

13
14

0.183
0.026
0.702
0.140
0.193
0.057
0.177
0.022
0.224
0.297
0.085
0.037
0.210
0.120
0.161
0.090
0.056
0.142
0.145
0.302

Query
15 L JS agd Ay 0y (o OS dadlhaa 4S5 Y
dicladll ga JURY aie uall
Al) (il an ol LaS Al) gy aa Sl celling ) ga¥) (S Y
aaf @l ey Y Jlal) ¢ g g el i a3 Y Jlaly
dlauay Alle B Gaal) Laf dllay disua o3y Jilal)
Luhs i g L s Al 8
dogdl) @iy Y St g gl aladall s sida Of Jlal) aadaian
G plE) Belu) lead
dlas Fa A o e ¢ Adla )y B alad) o juay al (e
s LAY Lulaa 5AY) B canday 9 ¢ 88N e Loal) Bl Cre Jad)
el Y ol Y slaual) pugs s o U dauall
kﬁu‘“‘ﬂ?w‘sﬁﬁﬂ‘
iS5 B LS Jiladl) cudia Gual) caic) J3E (Babua (ST e ladi 08
i gSal) ALl (pa i Agad D Adad) (3hi 1))
e A 5 ud Sib Lulll) ally o ol b dlica 13)
spadal) pB g i) 5 lgda ga Jlandl
A jrally V) Gy ¥ ) S Jala)
Gl gad) g &) o) LSy ph Adla (B (5 el JS
S Y dpadaa 5 AYY B canday g o188 (i Liall B (g (e A
U Aracdi L JS e ¥ 5 ¢ dlise ol Sl JS 5 Y

TABLE 2: SAMPLE OF EXCEL SHEET FILE THAT NAMED A2; INCLUDES THE QUERY
SENTENCE ID AND THE LIST OF WORDS OF EACH SENTENCE WITH THEIR WORD ID
WITH THEIR TAG, DESCRIPTION, ANIMACY, AND GENDER OF ARABIC EGYPTIAN

Languag=| QuerylD - WordID . Word .

Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic
Arabic

O W W W W N N O U B E R WWWE -

1
6
10

[N
=R

O o BN P O N WU e oY N

Y
ds
L
Y
s
¥
O

"]

’

APHORISMS.

Tag - Description : Inflection Animacyx| Gender
RP Particle null null null
cc Coordinating conjunction null null null
wp Wh-pronoun null null null
RP Particle null null null

PUNC Punctuation null null null
cc Coordinating conjunction null null null
RP Particle null null null
IN Preposition or subordinating conjunction null null null
RP Particle null null null
RP Particle null null null
cc Coordinating conjunction null null null
IN Preposition or subordinating conjunction null null null
cC Coordinating conjunction null null null
RP Particle null null null
Wp Wh-pronoun null null null
RP Particle null null null
IN Preposition or subordinating conjunction null null null
IN Preposition or subordinating conjunction null null null

PUNC Punctuation null null null
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TABLE 3: SAMPLE OF EXCEL SHEET FILE THAT NAMED E1; INCLUDES THE
QUERYING EGYPTIAN APHORISMS SENTENCES IN ENGLISH LANGUAGE WITH THEIR
ID, TOKENS, TIME, AND LANGUAGE.

ID Tokens Time Query
English51 13 0.054 Empty not your soul to everybody and do not diminish thereby your importance.
English 52 9 0.025 The nut doesn't reveal the tree it contains.
English53 13 0.116 The seed cannot sprout upwards without simultaneously sending roots into the ground.
English54 12 0.036 A house has the character of the man who lives in it.
English55 17 0.081 A pupil may show you by his own efforts how much he deserves to learn from you.
English56 10  0.029 Social good is what brings peace to family and society.
English57 5 0.007 Knowledge is not necessarily wisdom.
English58 19  0.094 Each truth you learn will be, for you, as new as if it had never been written.
English59 13 0.043 Listen to your convictions, even if they seem absurd to your reason.
English60 10  0.026 Man, know yourself and you shalt know the gods
English6l 9 0.025 People bring about their own undoing through their tongues.
English62 13 0.051 If you search for the laws of harmony, you will find knowledge.
English63 12 0.046 Experience will show you, a Master can only point the way.
English64 8  0.012 Love is one thing, knowledge is another.
English65 14  0.062 Organization is impossible unless those who know the laws of harmony lay the foundation.
English66 8 0.013 The only thing that is humiliating is helplessness.
English67 21 0.156  The first thing necessary in teaching is a master, the second is a pupil capable of carrying on the tradition.
English68 10  0.018 For every joy there is a price to be paid.
English69 11  0.048 The best and shortest road towards knowledge of truth is Nature.
English 70 8 0.019 Leave him in error who loves his error.
English71 4 0.007 Understanding develops by degrees.

TABLE 4: SAMPLE OF EXCEL SHEET FILE THAT NAMED E2; INCLUDES THE QUERY SENTENCE ID AND
THE LIST OF WORDS OF EACH SENTENCE WITH THEIR WORD ID WITH THEIR TAG, DESCRIPTION,
ANIMACY, AND GENDER OF ENGLISH EGYPTIAN APHORISMS.

Language QuerylD WordID Word Tag Description Inflection Animacy Gender
English 51 1 Empty VB Verb base form null null
English 51 2 not RB Adverb null null null
English 51 3 your PRPS Possessive pronoun null animate  masculine
English 51 4 soul NN Noun singular or mass animate  feminine
English 51 5 to T0 to null null null
English 51 6 everybody NN Noun singular or mass animate null
English 51 7 and cC Coordinating conjunction null null null
English 51 8 do VBP Verb non-3rd person singular present  animate  masculine
English 51 9 not RB Adverb null null null
English 51 10 diminish VB Verb base form null null
English 51 11 thereby RB Adverb null null null
English 51 12 your PRPS$ Possessive pronoun null animate  masculine
English 51 13 importance NN Noun singular or mass animate  masculine
English 52 1 The DT Determiner null null null
English 52 2 nut NN Noun singular or mass animate  masculine
English 52 3 does VBZ Verb 3rd person singular present null null
English 52 4 n't RB Adverb null null null
English 52 5 reveal VB Verb base form null null
English 52 6 the DT Determiner null null null
English 52 7 tree NN Noun singular or mass animate  feminine
English 52 8 it PRP Personal pronoun null inanimate masculine
English 52 9 contains VBZ Verb 3rd person singular present null null
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D. Querying The Data

This section includes running the manipulated data and making the statistical measurements, to find
different relations between both corpora (Arabic & English) by using R language to investigate the
quantitative linguistic (lexical) characteristics of Egyptian aphorisms in Arabic and English

languages.
To make our data readable by R system, the corpora should be loaded as csv files; this step is done
by using the following codes:

First, for reading the Arabic Egyptian aphorisms corpus, the following codes are used:
a = read.csv ("C:/Users/eman/Desktop/al.csv", header = TRUE, sep =';"')
aa = read.csv ("C:/Users/eman/Desktop/a2.csv" header = TRUE, sep =';"')

Second, for reading the English Egyptian aphorisms corpus, the following codes are used:
e = read.csv ("C:/Users/eman/Desktop/el.csv", header = TRUE, sep =';"')
ee = read.csv ("C:/Users/eman/Desktop/e2.csv", header = TRUE, sep =';")

To select which of Words’ Description is a “Verb” in the Arabic corpus or in English corpus,
respectively; the following codes are used:
aalaa$Description=="Verb", ]
ee[ee$Description=="Verb", ]

To select which of Words’ Tag is a “NN” in the Arabic corpus or in English corpus, respectively; the
following codes are used:

ee[ee$Tag="NN", ]

aalaa$Tag="NN", ]

To select which of Words’ Tag is a “DTNN” and occurred as a first word in the sentences in the
Arabic corpus or in English corpus, respectively; the following code is used (Note that English
corpus did not has DTNN tagging, though we select only the sentences which start with a DT):
aalaa$Tag="DINN" & aa$WordID=1 , ]
ee[ee$Tag=="DT" & ee$WordID= 1 , ]

For more constrictions, in both corpora, the following codes are used:
ce[ee$Tag="NN" & ee$WordID== 1 & ec$Animacy=="animate" , ]
aalaa$Tag="NN" & aa$WordID== 1 & aa$Animacy=="animate" , ]

For ordering the sentences of both corpora (Arabic and English, separately) according to their
number of tokens, the following codes are used:

alorder(a$Tokens), ]

e[order(e$Tokens), ]

For ordering the Words of both corpora (Arabic and English, separately) alphabetically, the
following codes are used:
aalorder(aa$Word), ]
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ee[order(ee$Word), ]

For adding a column (column called “Length” and counts the number of letters or characters for each
word) in the data frame of both corpora of Egyptian aphorisms, the following code is used:
aa$length= nchar(as.character(aa$Word))

For calculating the number of characters or letters for each sentence of both corpora, the following
code is used:
a$length= nchar(as.character(a$Query))

Then: a[l:3, c("Length", "Query")]

To tabulate the word and its tag, the following code is used:
xtabs(~Word+ Tag, data= aa)
Also, other relations can be tabulated, using the following codes:
xtabs(~Gender+ Tag, data= aa)
xtabs(~Gender+ Animacy, data= aa)
xtabs(~Description+ Tag, data= aa)
xtabs(~Inflection+Tag, data= aa)
xtabs(~Inflection + Tag + Animacy, data= aa)
xtabs(~Gender + Animacy, data= aa)

For chai square test, for both corpora, the following codes are used:
chisq.test(a$Token)
chisq.test(e$Token)

For calculating the frequency of words in both corpora (Arabic & English) of Egyptian aphorisms,
the following steps are done by the following codes, using R language:
temple.freq.list=table(ee$Word)

table(ee$Word)
> temple.freqg.list=table (eeSWord)
> table (eeSWord)
. a N about absurd
13 =] 2 1 1
active all alone an and
1 1 1 1 8
another architect are arises as
1 1 2 1 3
based be bed been beliefs
1 [ 1 1 1
best better blind bliss both
2 1 2 1 1
bread brightest bring brings buried
1 1 1 1 1
by can capable carrying character
3 3 1 1 1
comes communication contains convictions corrupt
1 1 1 1 1
courage defy degrees deserves develops
1
diminish discover ditch do does
1 1 1 4 2
done double doubting Each early
1 1 1 1 1

Then, to organize the frequency of words decreasingly (the most frequent followed by the least
ones), by R language; the following codes are used:
temple.sorted.freq.list=sort(temple.freq.list, decreasing=TRUE)
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=
b
®

Y
of o
oo
=
b
™

.sorted.

the
25
The
10
in

6
knowledge
4

can
3

on

3
best
2
from
2

if

2
possession
2
weep
2

temple.sorted.freq.list

le.sorted.freq.list=sort(temple.freq.list, decreasing=TRUE)

freq.list

is you of
22 17 15
a and not
8 8 7
it do his
6 4 4
thing will your
4 4 4
He learn makes
3 3 3
only own that
3 3 3
blind does error

2 2
good half harmony
2 2 2
into laughs laws
2 2 2
pupil show their
2 2 2
wise without yourself
2 2 2
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i to

13 1z
who be

7 €

Iif know

4 4

as by

3 3

man no

3 3

by are

2 2
Every for
z z

has him

2 2

one out

2 2
truth way
2 2
about absurd
1 1

To sort the list of word frequency in different way by R language (in that sort the word is separated
from its frequency of occurrence by “\t” followed by the frequency number), the following codes are

used:

temple.sorted. table=paste(names(temple.sorted.freq.list),
temple.sorted.freq.list, sep="\t")

> temple.sorted.table
[1] "the\t25"

[5] ",\t13"

[9] "and\t8"
[13] "in\te"
[17] "TIf\td"
[21] "will\td™
[25] "can\t3"
[29] "man\t3"
[33] "own\t3"
[37] "best\t2"
[41] "Every\t2"
[45] "half\t2™
[49] "if\t2"
[53] "one\t2"
[57] "show\t2"
[61] "weep\t2"
[65] "about\tl"
[69] "aloneh\tl"
[73] "arises\tl"
[77] "beliefs\tl"
[81] "bread\tl"
[85] "buried\tl"
[89] "comes\tl"

temple.sorted. table

> temple.sorted.table=paste (names (temple.sorted. freg.list), temple.sorted.freg.list,

"is\t22"
"to\ti2"
"not\t7"
"it\te"
"know\t4"
"yourhtd"
"He\t3"
"no\t3"
"thatht3"
"blind\t2"
"for\t2"
"harmony\t2"
"into\t2"
"outh\t2"
"theiryt2"
"wiseht2"
"absurd\tl"
"an\tl"
"based\tl"
"better\tl"
"brightest\tl"
"capable\tl™
"communication\tl"

"youhtl7"
"The\t10"
"whott7"
"do\t4"
"knowledge\t4"
"as\t3"
"learn\t3"
"on\t3"
"m\t2"
"does\t2"
"from\t2"
"has\t2"
"laughs\t2"
"possession\t2"
"truth\t2"
"without\t2"
"active\tl"
"another\tl"
"hed\tl"
"hbliss\tl"
"bring\tl"
"carrying\tl"
"contains\tl"

sep="\t")

"of\L15"

lla\ta n

"be\te"
"his\t4"
"thing\td"
"by\t3"
"makes\t3"
"only\t3"
"are\t2"
"error\t2"
"good\t2"
"him\t2"
"laws\t2"
"pupilit2"
"wayh\t2"
"yourself\t2"
"allytl"
"architecth\tl"
"been\tl"
"both\t1l"
"brings\tl"
"characterh\tl"
"convictions\tl"

To sort the list of word frequency in different way by R language (in that sort the word is separated
from its frequency of occurrence by “-” followed by the frequency number), the following codes are

used:

temple.sorted. table=paste(names(temple.sorted.freq.list),
temple.sorted.freq.list, sep="-")

temple.sorted. table
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> temple.sorted.table=paste (names (temple.sorted. freqg.1list), temple.sorted.freq.list,
> temple.sorted.table

[1] "a—." myy_ gm Ty Ty, ey _ym YV

[7] "o— _lc™ Mo ygm M— e nyogsn W, g™ EeR
(131 "v-, \ Meo g e gem MY el e g™ Me_ s M
[19] rl\‘ia‘;_";j‘u Wy oy gy Wy sqgm Wy g™ (R
[25] "Y—agaw il MY LS 1T my_gigm MY s T MY—g Lyl Yo laiey ("
[217] wy _gn L T TE I TR Y- s ch V"Y*P TRG we_ e

[237] "Y—aam M At CR T ny g ny_ pm "y TRY
2] v ot o R BN o

Wy L qm my_ | em My g Lagm my_ o, 5m my_  gm wy_ L gm

[45] Y —eld ¥— oS Y—1 3339 Y- o5 Y- 3 Y—sgd

[55] "Y-gli=l" Y —w b " Y —iawle " T4 JLL" nY—agm "y 5"
[61] ™Y—asislal™ n-‘-_J_?_J__ln wy Liu" MY —gla " MY e " MY e
[67]1 Va3 AR T AT AR IRy Vo pesl 3 AR Sy Y pde |
[73] "V-—cisel" "y 4 | "y sl "y ol LR "yt
[79] "Y—3s Lyl "\—,,ajﬂl" LR RV RS TR T NI " e dae |
[85] "V—ps mil® LR TR my g e el "y N
[91] "V—gaiil™ R T TRE LR T T TR o LR TR
[97] ™Y—olisw ™ My L wy_ wy_ . TRG My S TR
[103] "™V—geal ™ wy_z o "z wy_ Lz gm MY E a1 "\—delma "
[108] ™y—J TRl LR TINETR LRI LTI LT "y e
[115] "V—wldall™® P TEwRIR "y _gLagm LT TR R Y VPR wy_ g
(1211 "V ppyan ™ YL o My Juc " My se g My_z. " My zym
[127] "™V—deds 1" RN L LI TONERTL wy_ T MN—Gg a0
[133] ™v—slaisi™ "y o wy_ 5™ Y al ™ Wy g wy_ TRG
[139] "V—pesI" Wy Wy s g Wy g Ty g last "y p i s
[145] "V—jan_" Ty Lo" "y—as T "oy T LRSI LRI
[151] "V—ilias," "y e "y " "y e LRV NI Y
[1|57] Wy "y " "y s " ny s m wy_y ny_ zm
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For saving the output list of words frequencies resulted by R language in txt, the following codes

are used:

cat("Word\tFREQ", temple.sorted.table, file=choose.files(), sep="\n")

All the previous steps for calculating the frequency of words by R language are done for both
corpora of Egyptian aphorisms (Arabic corpus and English corpus). Also all the previous steps are
done for calculating the tagging frequency in both corpora, for making a comparison of the lexical
characteristics between the both corpora of Egyptian aphorisms, in order to investigate the
quantitative linguistic characteristics of Egyptian aphorisms in Arabic and English languages. The
following table showing us a sample of the excel sheet of the final word frequency list of both
corpora of Egyptian aphorisms after saving the list by R language.
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3 RESULTS (QUERY OUTPUT OF R)

This section includes the results of the querying system by using R language, In order to extract the quantitative linguistic
characteristics of Arabic and English corpora of Egyptian aphorisms. See Table 5 & Table 6

Egyptian Aphorisms

English corpus Arabic Corpus
Word Frequency Word Frequency
the 25 e 27
is 22 P 20
you 17 = 18
of 15 o 15
, 13 o 11
to 12 ’ 8
The 10 ~a 3
a 8 ! 6
and 8 Js 6
not 7 g 6
who 7 L= 5
be 6 e S5
in 6 Slad 3
it 6 R 3
do 4 it 3
his E — 3
if 4 s 3
know 4 eyl 3
knowledge 4 e 3
thing 4 KES 2
will 4 ) 2

TABLE 5: SAMPLE OF EXCEL SHEET FILE TO SHOW US THE MOST FREQUENT
WORDS THAT ACCUERED IN BOTH LANGUAGES ARABIC AND ENGLISH APHORISMS.

Egyptian Aphorisms

TABLE 6: SAMPLE  English corpus Arabic Corpus OF EXCEL SHEET
FILE TO SHOW US Taﬁﬁj”ﬁ Freq;;”w Taﬁﬁ:”-ﬁ Freq;;”c‘f THE MOST
FREQUENT TAGGS oT —e DTNN 20 THAT ACCUERED

IN BOTH M 52 VBP Fa LANGUAGES
ARABIC AND Vﬁz :i N'::p iz ENGLISH
APHORISMS. omp e o e

RB 27 WBD 25
WEB 23 CiC 22
MMS 18 WP 20
wWBP 16 1 15
PLMNC 13 DoTu 13
MNP 1z PRP =2
TO 1z PUMNC =2
MDD 11 MOUMN_QUANT [
PRPS 11 WBMN s
CC = DTHMNS 3
WEBMN =2 HE 3
WP =2 MNMNS 2
115 4 FPROM 2
WBG 4 AD]_MNUM 1
1R 3 DT 1
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The results section is divided into two subsections:

ESOLEC'2017

A. Statistical measurements by R; which contains the statistical measurements that is done by R statistics.

B. Visualizing the output by R: which contains the visualization of the output of the R results by R graphics. Both
subsections are all done by R language; in order to compare between the Arabic corpus and the English corpus

of Egyptian aphorisms.

A. Statistical measurements by R

Table 7 showing us the statistical measurements of the Egyptian aphorisms corpora in Arabic &
English languages; the measurements includes a comparison between the Arabic corpus and the
English corpus of the Egyptian aphorisms. All of the following measurements are done by using R

language statistics.

TABLE 7
THE OUTPUT OF QUERY ON THE EGYPTIAN APHORISMS IN ARABIC CORPUS AND ENGLISH CORPUS USING R
. . Egyptian Aphorisms
Querying Objects Arabic Corpus English Corpus
1) Sum of tokens 512 495
2) Mean number of tokens 10.24 9.9
3) Sum time 11.428 1.763
4) Mean time 0.22856 0.03526
5) Mean length of words 3.794922 4.179798
6) Median length of words 4 4
7) Range length of words 1to8 1to 14
8) Mean length of aphorisms sentences 48.18 50.66
9) Median length of aphorisms sentences 45 45.5
10) Range length of aphorisms sentences 21to 107 17to 111
11) Minimum number of tokens 4 4
12) Maximum number of tokens 22 21

13) Chi-squared test of aphorism length (df = 49, p-value <
2.2¢-16)

X-squared = 367.82

X-squared = 444.48

14) Chi-squared test of number of tokens (df =49)

X-squared = 75.695, p-value =

X-squared = 80.051, p-value =

0.00853 0.003364
Animate 254 184
15) Animacy of words frequencies Inanimate 117 52
Null 141 259
Masculine 292 179
16) Gender of words frequencies Feminine 72 51
Null 148 265
NN 89 85
IN 59 52
CcC 22 8
NNP 48 12
VBN 4 8
17) Tagging frequencies WRB 1 3
NNS 2 18
PRP 8 33
VBP 74 16
RP 27 1
WP 20 8
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B. Visualizing the output by R

Figure 1 and Figure 2 showing us the bar plots and the histograms of the querying objects to
visualize the output of the R results for both corpora (English and Arabic) of the Egyptian aphorism.
Note that; on the left hand occurred the results of the English corpus and on the right hand the results
of the Arabic corpus.

Listed below; the querying object followed by the used codes to create those figures for both corpora
(English and Arabic) of Egyptian aphorisms.

For visualizing the word length in English corpus and in Arabic corpus, the following codes are used
by R language; respectively: (see Figure 1)
barplot(xtabs(~ee$length), xlab= "word length in English corpus", col= "grey")
barplot(xtabs(~aa$Length), xlab= "word length in Arabic corpus", col= "grey")

For visualizing the number of tokens of each sentence of the query in English corpus and in Arabic

corpus, the following codes are used by R language, respectively: (see Figure 1)
barplot(xtabs(~e$Tokens), xlab= "English corpus tokens numbers", col= "grey")
barplot(xtabs(~a$Tokens), xlab= "Arabic corpus tokens numbers", col= "grey")

For visualizing the query length in English corpus and in Arabic corpus, the following codes are used
by R language, respectively: (see Figure 1)
barplot(xtabs(~e$Length), xlab= "English query length", col= "grey")
barplot(xtabs(~a$Length), xlab= "Arabic query length", col= "grey")

For visualizing the Animacy of each word in the query in English corpus and in Arabic corpus, the

following codes are used by R language, respectively: (see Figure 2)
barplot(xtabs(~ee$Animacy), xlab= "Animacy in English corpus", col= "grey")
barplot(xtabs(~aa$Animacy), xlab= "Animacy in Arabic corpus", col= "grey")

For visualizing the Gender of each word of the query in English corpus and in Arabic corpus, the
following codes are used by R language, respectively: (see Figure 2)
barplot(xtabs(~ee$Gender), xlab= "Gender in English corpus", col= "grey")
barplot(xtabs(~aa$Gender), xlab= "Gender in Arabic corpus", col= "grey")

For visualizing tokens numbers in English corpus and in Arabic corpus, the following codes are used
by R language, respectively: (see Figure 2)
truehist(e$Tokens, col="lightblue", xlab="English tokens numbers")
truehist(a$Tokens, col="lightblue", xlab="Arabic tokens numbers")
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Figure 1: showing a comparison of the query results of word length, number of tokens and query
length (sentence length) by R output for both corpora (Arabic & English) of English aphorisms.
English corpus results are on the left hand and Arabic corpus results are on the right hand.
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Figure 2: showing a comparison of the query results of gender, animacy and tokens numbers by R
output for both corpora (Arabic & English) of English aphorisms. English corpus results are on
the left hand and Arabic corpus results are on the right hand.
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4 CONCLUSIONS

The present study is designed to make a quantitative analysis of the most common observed
linguistic features which are identified in the data of the Egyptian aphorisms. This aim is reached by
making a comparison between two corpora of Egyptian aphorisms in two languages; Arabic and
English by using the statistical system of R language. After analyzing and querying the data of the
two corpora in both languages; the results indicate the following:

e The mean length of an Egyptian Aphorism in the Arabic corpus (48.18 per letter) is lesser
than its counterpart in English corpus (50.66 per letter), which means that the Egyptian
aphorism in English language is longer than its counterpart in Arabic language.

e The number of tokens that used in expressing an Egyptian aphorism in Arabic language is
more than the number of tokens which used in expressing its English counterpart. Also, the
mean number of tokens of an Arabic Egyptian aphorism (mean number of tokens = 10.24)
is greater than in an English Egyptian aphorism (mean number of tokens = 9.9). See table 5

e Minimum and maximum numbers of tokens for both corpora are quite the same, whereas the
minimum number of tokens is 4 tokens for booth corpora, and the maximum number of
tokens is 22 for Arabic corpus & 21 for English corpus. Although, the English corpus
contains larger number of sentences that have less number of tokens (5 to 10 tokens per
sentence); whereas, the Arabic corpus contains larger number of sentences that have larger
number of tokens (10 to 15 tokens per sentence). See figure 2.

e The mean of words length in Arabic corpus (3.794922) is lesser than in English corpus
(4.179798), wherein, the range of Arabic words in Arabic corpus is from 1 to 8 words, and
in English corpus is from 1 to 14. Although the median length of words is the same in both
corpora (which calculate 4 letters in both corpora).

¢ According to the animacy of words; the Arabic corpus has a larger set of animate words (254)
than English corpus (184), and also in inanimate words (Arabic corpus has 117 inanimate
words and English corpus has only 52 inanimate words). Whereas English corpus has huge
number of null words (259) than in Arabic corpus (141). See table 7 and figure 2.

e In respect to gender; Arabic corpus has a huge number of masculine words (292) than in
English corpus (179). And also, Arabic corpus has a larger number of feminine words (72)
than English corpus (51). Whereas, English corpus has a larger set of null words (265) than
Arabic corpus (148). See table 7 and figure 2.

e According to the most general frequent words in both corpora of Egyptian aphorisms, in
Arabic corpus, the words (o) ,s5,Y ,o» ; respectively from right to left) are the most frequent
words. Whereas, in English corpus the words (the, is, you, of; respectively from left to
right) are the most frequent words.

e Regarding the tag set of Egyptian aphorisms of both corpora, NN (Noun) are the most
frequent tag for both corpora followed by DT (Determiner), followed by Verbs and
Prepositions.

All the preceding results indicate that there is a quite difference between the Arabic corpus and the
English corpus of Egyptian aphorisms; especially in the length of the sentence of the aphorism and
the number of tokens of a given aphorism.
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Abstract: Deep learning techniques have resulted in impressive performance
improvements for large vocabulary continuous speech recognition (CSR)
compared to Gaussian mixture models that dominated the field for almost two
decades. Recently researchers from different laboratories claim to achieve
human parity for conversational telephony speech in English. During the past
several years there have been a lot of innovations for deep learning
architectures and training methods for deep learning-based CSR.
Architectures include, feed forward networks, convolutional networks,
recurrent networks and many variants and combinations of these models. We
will review some of the most prominent architectures and show how some of
these are combined to achieve human parity on some challenging tasks. While,
deep learning methods show robustness to varying conditions, adaptation is
also a key in improving performance for varying acoustic conditions. We
quickly review some of the adaptation techniques used for deep learning.
Interestingly, in addition to their applications to acoustic modeling, deep
learning techniques show a lot of promise for language modeling. We briefly
overview the application of recurrent networks, in particular LSTM, for
improving CSR performance. While deep learning techniques are mostly
language agnostic, we quickly review recent advances in Arabic CSR
especially for the MGB challenge. Some interesting results have been obtained
by different techniques including improved architectures, data augmentation,
adaptation and LSTM language models just to name a few.

Speech and speaker recognition have been mainly addressed by seemingly
different techniques e.g. i-vectors for speaker recognition. Interestingly, with
deep learning both fields can use very similar architectures. We briefly review
recent text-dependent and text-independent speaker recognition results using
deep learning techniques. We also briefly address how both architectures
could be used to improve the performance of each individual system.
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Abstract— Over the last decade, Arabic Dialect Identification DID has attracted the attention of many researchers. The first step in
DID/LID is analyzing and extracting the characteristics of the target dialect/language. In this paper we introduce a new technique for
extracting the features and characteristics of different Arabic dialects direct from the speech signal by discovering the repeated
sequences that characterize each dialect. These repeated sequences are called motifs. We adopted an extremely fast parameter-free
Self Join based motif discovery algorithm called STOMP to overcome the computation time barrier. Using motif discovery directly
from the speech audio signal eliminates the intermediate step of having an ASR or Phone analyzer to extract dialect/language
characteristics. Our approach is based on extracting MFCC features from discovered motifs. For classification we applied the widely
used techniques GMM-UBM approach. We applied our new approach on the two most common Arabic dialects; the Egyptian (EGY)
and Levantine (LEV). The data set was downloaded from Qatar-Computing-Research- Institute domain for free. The test data is a
high quality audio from Aljazeera channel covering the period of July 2104 until January 2015.

Keywords: motif discovery, dialect identification, language identification.

1 INTRODUCTION

The main Arabic dialects can be classified as: Egyptian, Gulf, Levantine, and North Africa. Automatic Dialect Identification
(DID) is a special case of the more general task which is Automatic Language Identification (LID). LID became a mature
technology and has various applications [1]. An Arabic DID system is required to automatically identify the dialect of the input
speech; this is a challenging task since there are no solid boundaries between different Arabic dialects. As mentioned above,
DID is a special case of LID, therefore, we can apply the same techniques used in LID to establish an Arabic DID system. Most
LID systems, and therefore DID systems, operate in two phases, a training phase and recognition phase. In training phase, the
system is trained using examples of every target dialect. This training data can be as simple as the digitized speech utterances
mapped to the corresponding spoken language. More sophisticated system may require more data such as phonetic
transcription in a form of sequence of symbols of the spoken sounds, and an orthographic transcription of the spoken words.
From the training speech, fundamental characteristics of each language are analyzed to produce language-dependent models.
The second phase, recognition, makes use of the language-dependent models produced in the training phase to identify new
unknown utterances [2]. Based on the type of dialect features extraction and modeling, DID approaches can be divided into two
main classes, a high level lexical and phonetic features approach such as Phone Recognition followed by Language Modeling
(PRLM) and Parallel Phone Recognition followed by Language Modeling (PPRLM), and low level acoustic features concerned
with spectral characteristics of speech such as Mel Frequency Cepstral Coefficients (MFCC) and Perceptual Linear Prediction
(PLP) as acoustic front end and Gaussian Mixture Model (GMM), Universal Background Model-Gaussian Mixture Model
(UBM-GMM) as acoustic backend [3] [4]. In this paper we are presenting a new approach based on the acoustic features of the
spoken dialect. This approach is based on first discovering the repeated sequences/patterns i.e. motifs, of the speech signal
directly, and then extract the MFCC features of the motifs. To examine the new approach we selected the well known UBM-
GMM method for modeling and classification. The reset of this paper is organized as follows: section 2 will present a brief
description of the most popular DID/LID approaches; section 3 will discuss the motif discovery approach. Section 4 will be
dedicated to explain our proposed approach; section 5 will show the experiments results, while the last section 6 will be a
conclusion and future work.
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2 DID/LID APPROACHES
A. High Level Lexical and Phonetic Features Approach

1) PRLM Approach

In Phone Recognition followed by Language Modeling (PRLM) approach, a phone recognizer is used to tokenize the training
dataset of the target dialects to produce phone sequences. The phone sequences are used to train a statistical language model to
generate phonotactic language model for the dialects in question. These phonotactic language models are used to compute the
dialect likelihood for the unknown utterances [S][6][7].

2) PPRLM Approach

In Parallel Phone Recognition followed by Language Modeling (PPRLM), phonotactic statistics of a language are extracted
using multiple phone recognizers. Every phone recognizer is trained on different languages to capture acoustic characteristics
of each language. The recognizers are combined to form a parallel recognizer PPR to characterize the spoken language [4].

B. Acoustic Approach

The implementation of the acoustic approach is comprised of two phases, a feature extraction phase, followed by a
classification phase [8] [3][9]. The most popular features used in this phase are:

1) Mel Frequency Cepstral Coefficients (MFCC): Frequency domain features characterized by their robustness and
reliability to variations of speakers and recording conditions.

2)  Shifted Delta Cepstral coefficients (SDC): SDC is a stack of delta spectra computed across multiple speech frames.
3)  Relative Spectra Filtering (RASTA): Filtering of cepstral trajectories is used to remove slowly varying, linear channel
effects from raw feature vectors.

The second phase in acoustic based approach is the classification phase. The following are the most popular classifiers applied
in DID/LID. These classifiers are used successfully in speaker recognition:

1) GMM-UBM: GMM is extensively used in speaker recognition. In GMM-UBM approach the first step is to create a
Universal Background Model (UBM) by training the GMM with a large amount of data using iterative Expectation
Maximization (EM) algorithm to maximize the likelihood of the GMM. To create a speaker specific model, GMM
parameters; the mixture weight, mean vector, and covariance matrix are adapted to specific speaker using Maximum a
Posteriori (MAP) scheme. During the adaptation process, parameters for the Gaussian mixtures which bear a high
probabilistic resemblance to the language specific training data will tend towards the parameters of that training data
whereas the parameters of the Gaussian mixtures bearing little resemblance to the language specific data will remain
fairly close to their original UBM values[4].

2) GMM-SVM: Support Vector Machines (SVM) became as popular as GMM, it uses a linear kernel in a supervector
space for rapid computation of language distance. The kernel computes the distance between two supervectors one
represents the GMM model and the other represents the target language [4].

3) i-vector: Dehak [10] developed a new classifier by finding a low dimensional subspace from the GMM super-vector
space based on Joint Factor Analysis (JFA) as feature extractor. The low dimensional subspace is called total
variability space since it includes both speaker and channel variations. The dimensionality of the low-dimensional
space is reduced using Linear Discriminant Analysis (LDA). The vectors in the low-dimensional space are called i-
vectors, which are of small size compared with those in GMM super-vector to reduce execution time while keeping the
recognition rate acceptable.

3  MOTIF DISCOVERY

Motif discovery has been applied in many applications such as summarizing and visualizing massive time series databases, in
addition to various data mining tasks, including the discovery of association rules. Figure 1, shows an example of motifs
discovered in a time series [11].

One common approach of Motif discovery applies similarity search approach which depends on similarity threshold, a value
that is difficult to determine [12]. Another approach called All-Pairs-Similarity-Search, Similarity Join, or Self Join approach.
A brief explanation of this approach is introduced in the following paragraphs showing how to apply it on speech signals.

In speech, a speech audio signal can be easily considered a time series. As will be explained, a time series is defined as a
sequence of real-valued numbers, in digital audio these valued numbers are the audio sample values. A motif in a speech time
series can represent repeated words or sub words. The following is background on motif discovery in speech and a brief
explanation of the self-join algorithm used as the base of our approach in Arabic DID [13].
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Figure 1: An astronomical time series (above) contains 3 near identical subsequences.
A “zoom-in” (below) reveals just how similar to each other the 3 subsequences are.

Definition 1: A time series 7 is a sequence of real-valued numbers #;: T=1¢,, t,, ..., t, where n is the length of T.
A local region of time series is called a subsequence:

Definition 2: A subsequence T;, of a time series T is a continuous subset of the values from 7T of length m starting from
position i. Formally, T;,, =t ti+1, ..., tivm1, where I <i <n-m+1.

If we compute the distance of a subsequence to al/ subsequences in the same time series; we come up with a distance profile:

Definition 3: A distance profile D; of time series T is a vector of the Euclidean distances between a given query subsequence
T, and each subsequence in time series 7. Formally, D; = [d;1, di2,..., din-m+1), Where di; (I <1, j < n-m+1) is the distance
between 7;, and T}, where the distance is measured by Euclidean distance between z-normalized subsequences. Equation 1
shows how to calculate distance between two z-normalized subsequences. A z-normalized subsequence has a mean value of
zero and standard deviation value of one [14].

di;j= [2m— (M) (1)
§ mGin

where m is the subsequence length, x; is the mean of T;, 1 is the mean of T}, o; is the standard deviation of T ,, and g is the
standard deviation of Tjm, QT;; is the dot product of T, and Tjm .
The mean can be calculated by [14]

m

u =%Z @

and the standard deviation can be calculated by [14]

1 m
2 2 2
ocf=— ) xi — 3
E iU (3
i=1
We use a vector called matrix profile to represent the distances between all subsequences and their nearest neighbors:

Definition 4: A matrix profile P of time series T is a vector of the Euclidean distances between each subsequence 7;,, and its
nearest neighbor (closest match) in time series 7.
Formally, P = [min(D;), min(D>), ..., min(pu-m+1)], where D; (I <i <n-m+1) is the distance profile D; of time series 7" Figure 2 .

The i” element in the matrix profile P tells us the Euclidean distance from subsequence T}, to its nearest neighbor in time series
T. However, it does not tell us where that neighbor is located. This information is recorded in a companion data structure called
the matrix profile index.

Definition 5: A matrix profile index I of time series T is a vector of integers: I=[1}, I, ... Li-m+1], where I;=j if d;; = min(D;).
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We can use the matrix profile P and the distance profile D to extend the notion of motifs to sets of subsequences that are very
similar to each other [15].

D, D, Dymes
D " F d d
D d;; d d
Dt dome1.1 et 2 Dot omed
P I min(D,) I min(D;) I | min{D,, 1) I

Figure 2: An illustration of the relationship between the distance profile, the matrix profile and the full distance matrix.

Definition 6: The Range motif with range r is the maximal set of subsequences that have the property that the maximum
distance between them is less than 2r. More formally S is a range motif with range r iff VT, T, €S, dist(Tx, T,) < 2r and VT

€D-S dist(Tq, T;) > 2r.

Figure 3 shows a flowchart of the motif discovery algorithm.

Read speech file as time series T of length n and )
subsequence (motif) length m and radius R

iy

Compute mean u and Standard deviation ¢ from
equations (2) and (3)

iy

Compute the dot product (Q7) between every
subsequence and all subsequences in T )

i=

-l

Compute the distance between subsequence i of length m and every
> subsequence in T using Equation (1), and update the Distance Profile D;

iy

Compute the minimum distance dwin= min(D; ) and get the index I(dmin) of the
subsequence of the minimum distance M;,

iy

Find the neighbors of M.. neighbors are subsequences M; whose distances from
subsequence M; is <= dmin™ R

iy

neighbors
count >1

ﬂ True

I(Mi) - I(Mi-j)
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:[ Update Motifs List and Motifs Index List ]
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Figure 3: Motif Discovery Algorithm
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4 PROPOSED APPROACH

In DID and other speech processing tasks, the traditional approach always starts by extracting speech features from complete
utterances, in our new proposed approach we first extract motifs from speech utterances. Motif discovery was originally
applied to time series; a time series is defined as an ordered set of real-valued variables. Since digitized audio/speech is a set of
samples with real values, speech and audio signals can be considered as time series. Discovery of frequently occurring patterns
(motifs) is very important in knowledge discovery [11]. If we apply this concept to dialects or languages, motif discovery can
be used to characterize a dialect/language by extracting the frequently repeated patterns; these patterns may be parts of words,
words, or even a group of words depending on the length of the motif. In our approach, the acoustic features are extracted from
motifs rather than from the complete utterance.

The realization of the proposed approach comprises many steps. The training corpus was downloaded from Qatar-Computing-
Research-Institute domain for free; we selected to apply our new approach in the most common Arabic dialects; the Egyptian
(EGY) and the Levantine (LEV). It consists of audio files at sampling rate 16k. Table I and Table II show the statistics of the
data used in experiments.

TABLE I
INPUT DATASET
Dialect Train Test
Hours Utterances motifs Hours Utterances motifs
EGY 9.7 3053 4917 0.7 132 253
LEV 8.7 3040 4814 0.8 240 435
TABLE IIT
INPUT DATA USAGE DISTRIBUTION IN HOURS, UTTERANCES, AND MOTIFS
training testing
Dialect . UBM-GMM .
motif count motif count
60% UBM 40% enrollment
EGY 4917 2950 1967 100
LEV 4814 2888 1926 100

Tools used were Microsoft MSR Identity Toolbox v1.0: A MATLAB Toolbox, that consists of functions needed for training
and scoring for UBM-GMM system and VOICEBOX: Speech Processing Toolbox for MATLAB provides a rich library for
handling speech and audio signals such as computing the MFCC coefficients. The implementation consists of the following
phases:

[ Read dialects speech files training/ test ]

!

Down sampling speech to 1K ]
Sample/Sec

every motif in separate file

1!

Obtain MFCC for every motif
separately training/test

[ Extract motifs from speech files, save ]

{1

Training/Test

MECC features

Figure 4: Preprocessing Phase Steps

A. Preprocessing phase

Figure 4 shows the preprocessing phase for the implementation of UBM-GMM. In step one, speech files training/test of every
dialect are read. In step two, speech utterances are down sampled to 1K sample/Sec, the purpose of this operation is to
represent the utterance with the outer envelope of the signal which is more representative for motif extraction, in addition to
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reduce processing time knowing that the time complexity of the motif extraction algorithm is O(n’) where n is the length of the
speech signal. Motifs of length 1second are extracted from speech files using STOMP algorithm [13] as explained in section 3.
Every motif was saved in a separate audio file. In step three, MFCC coefficients are calculated for every motif and saved in a
separate file.

B. uBM-GMM Implementation

At this stage we are dealing with MFCC features of discovered motifs, therefore the data used will be in terms of number of
motifs rather than audio duration or number of utterances. Training MFCC Features created in the reprocessing phase are
divided into two parts, 60% for development, and 40% for enrollment.

Development MFCC
features

60% of Training
Features

[ Create the universal background model UBM ]

UBM model
2gmm,
128gmm

features 40% of GMM model

]

Dialect specific GMM
Models
2gmm,

4gmm, ...128gmm

Enrollment MFCC Create dialect specific ]

training features

Figure 5: UBM-GMM Training Phase

Training Phase: Figure 5, shows the steps for Training Phase of the UBM-GMM approach using MSR toolbox. In Training
Phase, the development part (60% of the training data) is used to create the Universal background Model UBM, for our
experiments, we created UBM models for 2gmm, 4gmm, ..., 128gmm. The UBM created along with the Enrollment MFCC
features (40% of the training data) are used to create dialect specific models using maximum a posteriori estimation MAP for
2gmm, 4gmm, ...,128gmm models.

Test Phase: Figure 6 shows the steps of the Test Phase. The resulting dialect specific models are tested using the test data to
compare results. The scores are computed as the log-likelihood ratio between the given dialects models and the UBM given the
test observations.

Dialect specific
GMM Models

2gmm,
4gmm, ...128gmm

Test MFCC Calculate log likelihood scores for every Dialect
features Specific GMM model 2gmm, 4gmm, ... 128gmm

1!

Identified Dialect for every Dialect Specific GMM
model 2gmm, 4gmm, ... 128gmm

Figure 6: UBM-GMM Test Phase
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TABLE III

RESULTS SUMMARY FOR UBM-GMM

classifier Correct Classification % Accuracy %
EGY LEV
2gmm 62 65 63.5
4gmm 60 61 60.5
8gmm 64 60 62
UBM-GMM | 16omm 58 60 59
32gmm 51 57 54
64gmm 52 52 52
128gmm 47 51 49

5 EXPERIMENTS RESULTS

We started our experiments with 32gmm and increased the number of gmms up to 128gmm; we noticed that the accuracy
decreases with the increase of the number of Gaussian Mixtures gmm, so we decided to check the effect of reducing the number
of gmms, and we carried out the experiments for 16gmm, 8gmm, 4gmm, and 2gmm, the accuracy reached a maximum of 63.5%
at 2gmm. Table III shows correct classification results using GMM-UBM implementation with different number of Gaussian
Mixtures.

6 CONCLUSION AND FUTURE WORK

The proposed approach is a good candidate to be a new technique in Dialect Identification field. In our experiments we
intentionally used simple implementation for the sake of proof of concept. Only MFCC was used as features and one classifier
UM-GMM was used. The results are encouraging to do more sophisticated experiments like using delta and shifted delta
Coefficients, in addition to using other classification approaches such as Support Vector Machine (SVM), i-vector, and neural
networks.

REFERENCES

[1] Santhi.S , Raja Sekar, “An Automatic Language Identification Using Audio Features”, International Journal of Emerging Technology and Advanced
Engineering, Volume 3, Special Issue 1, pp 358-364, January 2013

[2] Marc A. Zissman, “Comparison of Four Approaches to Automatic Language Identification of Telephone Speech”, IEEE Transactions On Speech And Audio
Processing, VOL. 4, NO. 1, January 1996.

[3] Ahmed Ali, Najim Dehak, Patrick Cardinal, Sameer Khurana, Sree Harsha Yella, James Glass, Peter Bell5, Steve Renals, "Automatic Dialect Detection in
Arabic Broadcast Speech" in INTERSPEECH, pp 2943-2938, San Francisco, USA, September 8-12, 2016,

[4] Fadi Biadsy, Julia Hirschberg, and Nizar Habash, "Spoken Arabic Dialect Identification Using Phonotactic Modeling" in Workshop on Computational
Approaches to Semitic Languages, pp 53—61, Athens, Greece, 31 March, 2009.

[5] Eliathamby Ambikairajah, Haizhou Li, Liang Wang, Bo Yin, and Vidhyasaharan Sethu, “Language Identification A Tutorial”, IEEE Circuits And Systems
Magazine Second Quarter 2011, pp 82-108 vol?, no.?

[6] Soumia Bougrine, Hadda Cherroun, Djelloul Ziadi, “Prosody-based Spoken Algerian Arabic Dialect Identification” in International Conference on Natural
Language and Speech Processing, Algiers, Algeria 2015.

[7]1 M. Akbacak, D. Vergyri, A. Stolcke, N. Scheffer and A. Mandal, "Effective Arabic dialect classification using diverse phonotactic models", in Proc.
Interspeech, 2011, pp. 141--144.

[8] Kshirod Sarmah and Utpal Bhattacharjee, “GMM based Language Identification using MFCC and SDC Features”, International Journal of Computer
Applications (0975 — 8887) Volume 85 — No 5, pp 36-42, January 2014

[9] Rania R Ziedan - Michael Nasief, - Abdulwahab K. Alsammak - Mona F. M. Mursi - Adel S. Elmaghraby , “A Unified Approach for Arabic Language
Dialect Detection”. 29th International Conference on Computer Applications in Industry and Engineering (CAINE 2016), pp 165-170, Denver, USA,
September 26-28, 2016

[10] Najim Dehak, Reda Dehak, Patrick Kenny, Niko Br'ummer, Pierre Ouellet, and Pierre Dumouchel. “Support vector machines versus fast scoring in the
low-dimensional total variability space for speaker verification”. In Interspeech, volume 9, pages 1559— 1562, 2009.Place?, date?

[11] Jessica Lin, Eamonn Keogh, Stefano Lonardi, Pranav Patel, “Finding Motifs in Time Series” Proceedings of the Second Workshop on Temporal Data
Mining at the 8th SIGKDD, pp 53-68, Edmonton, Alberta, Canada — July 23 - 26, 2002

[12] Chin-Chia Michael Yeh, Yan Zhu, Liudmila Ulanova, Nurjahan Begum, Yifei Ding, Hoang Anh Dau, Diego Furtado Silva, Abdullah Mueen, and Eamonn
Keogh, “Matrix Profile I: All Pairs Similarity Joins for Time Series:A Unifying View that Includes Motifs, Discords and Shapelets”. IEEE International
Conference on Data Mining IEEE ICDM 2016, Pp 1317-1326, Barcelona, Spain 2016.

[13]- Yan Zhu, Zachary Zimmerman, Nader Shakibay Senobari, Chin-Chia Michael Yeh, Gareth Funning, Abdullah Mueen, Philip Brisk, and Eamonn Keogh,
“Matrix Profile II: Exploiting a Novel Algorithm and GPUs to Break the One Hundred Million Barrier for Time Series Motifs and Joins’, [EEE International
Conference on Data Mining IEEE ICDM 2016, pp 739-748, Barcelona, Spain 2016.

[14] Thanawin Rakthanmanon, Bilson Campana, Abdullah Mueen, Gustavo Batista, Brandon Westover, Qiang Zhu, Jesin Zakaria, Eamonn Keogh, “Searching
and Mining Trillions of Time Series Subsequences under Dynamic Time Warping” Conference: Proceedings of the 18th ACM SIGKDD international
conference on Knowledge discovery and data mining, pp 262-270, Beijing, China— August 12 - 16,2012

[15] Abdullah Mueen , Eamonn Keogh , Qiang Zhu , Sydney Cash, “Exact Discovery of Time Series Motifs”, Conference: Proceedings of the SIAM
International Conference on Data Mining, SDM 2009, pp 473-484 Sparks, Nevada, USA, April 30 - May 2, 2009

89



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

il aUAS (g (8 Ay 5 ghad Aaglll il paa g padbad (e adl poiay g Cfiald) (e S oLkl A padl cilagll Y Gl o i oudalal) dhad) gaa o - AadAld)
By ) £ gdage clagll ) Sial) Bl gl Ak o a g8 5yl Cigual) 5 LET (o clagdll o Gipadll Saaa AGE Atk Gad) 13 A Adla) cilaglh) o
e i) o) Al clilie) ) gliag ¥ AL a0 60 18 el LeS Jadal) cdg JLatildl gkind s STOMP (&4 4e ) 3l ) g3 daaddl 13a 8 Lasdio
4le & Phone Analyzer sl i ga¥ MY Jolaill o) ASR w38 o MY Cipnill Fle Adasag B gbd 3929 8 (i Cogaall B LE) (1a 8 e B Sal) Tlady)
08 Bk A g Agal) Gigadd jhb agaa Clily Leddiia 38 Jadal) clid Lwdlly L . GMM-UBM s2 9 cullul) jgdi aa Laadinl 38 classification il
LA Jlad 5 agldl) g Apaldd) g A puaal) b 5 Aewi ) A al) claglll Jadd 5 2015 b 1) 2014 sl ¢oe 38N i 5 jal) BLE (e Bagal) Alle cdlad

Bypaad) A JLEAY Aaldl) 5 Ay paal) Cpfiagdl) Lab g ) LGS JASY) Cpfiagl) U AT 81 Al Ay all A3l ) ABLYY
BIOGRAPHY

discipline. In the academic side, his research interest is Arabic language engineering, and participated in local as well as
international conferences covering this field. He also has papers published in those conferences. In the industrial side, ha has
more than 30 years of experience in the IT arena. His experience covers Application Development, Technical Support, and
Operations Management, Projects Delivery involving multi-party in addition to deep exposure to many technologies such as
ERP, Hospital Management Systems, And Content Management Systems. And other technologies such as wired/wireless
networking, Access Control and Time Attendance using RFID technology. In addition to security applications, using Video
Analytics based surveillance.

Dr. Fakhr finished his Ph.D. at the University of Waterloo, Canada, 1993, in the field of neural networks and machine learning;
he then joined the speech research lab at NORTEL, Montreal, Canada, for 5 years where he was a researcher investigating and
implementing different speech processing, speech recognition, language modeling, and statistical error analysis techniques and
has 2 patents with NORTEL. Since 1999 he has been a professor with the Arab academy for science and technology (Cairo,
Egypt) with 3 years sabbatical at the University of Bahrain. He has been doing research in the areas of Multimedia processing,
Arabic Language Processing, Printed and handwritten character recognition, Statistical machine translation, Language
modeling, Neural networks and Sparse coding.

L-l

Prof. Salwa Elramly, BSc. Degree 1967, MSc. Degree 1972 from Faculty of Engineering, Ain Shams University, Egypt & PhD
degree 1976 from Nancy University, France. She is now professor Emeritus with the Electronics and Communications
Engineering Department, Faculty of Engineering, Ain Shams University; where she was the Head of the Department (2004-
2006). Her research field of interest is Wireless Communication Systems and Signal Processing, Language Engineering,
Coding, Encryption, and Radars. She is a Senior Member of IEEE and Signal Processing Chapter chair in Egypt. She was
awarded Ain Shams Award of Appreciation in Engineering Sciences (2010), Award of Excellence from the Society of
Communications Engineers (2009) & Award of Excellence from the Egyptian Society of Language Engineering.

90



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

Effect of Reducing the Number of Linear Predictive
Coefficients on the Voice Quality of the CELP Vocoder using
the Arabic Words

Nayra Abd Elhalim*', Noha Korany*?, Onsy Abdel Alim*’

*Electrical Department, Faculty of Engineering and Alexandria University, Egypt
leng nayral58@outlook.com
’nokorany@hotmail .com

lonsy2066@hotmail . com

Abstract—The aim of all speech coding is to reach the best quality with the least bandwidth. At bit rates above 4 kbps, speech-
specific hybrid coders based on code excited linear prediction (CELP) can produce good quality speech. But at bit rate less
than 4 kbps becomes very difficult. CELP is the quite efficient closed loop analysis-by-synthesis method.

In this paper, (CELP) is implemented using Matlab. The paper aims to find the minimum number of linear predictive
coefficients that yields to good codec quality and hence the bit rate is reduced. Arabic words are used. The quality of the codec
is influenced by the language used. More compression with language or accents other than English leads to less quality. This
coding technique is analysed on the basis of subjective and objective tests. Intelligibility, Mean Opinion Score (MOS) and
Signal-to-Noise Ratio (SNR) are employed.

Keywords: Reducing number of linear predictive coefficients, CELP Implementation, Voice Quality using Arabic words,
analysis-by-synthesis

1 INTRODUCTION

Speech coding is an important aspect of modern telecommunications. Speech coding is the process of digitally
representing a speech signal. The primary objective of speech coding is to represent the speech signal with the fewest
number of bits, while maintaining a sufficient level of quality of the retrieved or synthesized speech with reasonable
computational complexity. To achieve high quality speech at a low bit rate, coding algorithms apply sophisticated
methods to reduce the redundancies, that is, to remove the irrelevant information from the speech signal. Naturalness and
intelligibility of the produced sounds are important and desired criteria. The speech quality can be determined by
listening tests which compute the mean opinion of the listeners. The bit rate of the encoder is the number of bits per
second the encoder needs to transmit [1].

Linear Predictive Coding begins in the 1970s with the development of the first linear predictive coding algorithms.
Linear predictive coding reduces it t02400 bits/second but there is a noticeable loss of quality. Extensions of Linear
predictive coding such as Code Excited Linear Predictive (CELP) algorithms and Vector Selectable Excited Linear
Predictive (VSELP) algorithms were developed in the mid1980s .This principle leads to acceptable speech quality in the
rate range 4.8-16 kbps [2].

Various applications employ CELP algorithms. GSM uses 13 kbps speech data rate using CELP technique. CDMA uses
various CELP codec at rates 8.55kbps, 9.6kbps, 13.3kbps. VOIP uses CELP algorithm. All these applications need a
reduced bit rate with good quality. Also the effect of compression on the speech quality of Arabic words should be
considered [3].

Most of these codec have been built for 7 languages not including the Arabic or its accents. It is known that the MOS of
the English recorded speech is very slightly higher for most cases than either Arabic or Cairo accented Arabic ([4]-[6]).
Also the quantization distortion is not uniform across languages and it influences codec codebook performance and
overall quality of decoded speech, when the coders are used for heavily accented English or other languages significant
performance degradation is noted. The compression with language or accents other than English is inversely proportional
with the speech quality. The influence of the Arabic language on the performance of the codec has to be investigated. So,
the paper employs Arabic words to find the minimum number of linear predictive coefficients that yield to good codec
quality and hence the bit rate is reduced without significant degradation of the voice quality.

In this paper CELP codec of 9.6kbps is implemented. The speech quality is investigated for different number of LPC to
find the minimum number yields to good quality using Arabic words. The paper is organized as follows next Section
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describes CELP algorithm. Section (3) simulates the CELP using Matlab. Section (4) presents subjective and objective
tests. Section (5) discusses the results. Section (6) concludes the paper.

2 CoODE EXCITED LINEAR PREDICTIVE ANALYSIS
This section explains the algorithm using the flow chart.

A. CELP Encoder
Figure 1 shows the CELP encoder flow chart.
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Figure 1: CELP encoder flow chart

The operation of CELP coders is described as follows:

The input voice to the handset’s microphone is filtered by high pass filter to remove the DC component and sampled at a
rate of 8000 samples per second then signal is segmented into frames and sub-frames. The duration of the frame is
usually around 20ms to 30ms, while for the sub-frame it is in the range of 5 to 7.5ms [7]. Then speech frame is modeled
by a linear prediction model [8]. The z-transfer function of the linear prediction filter is given by equation 1 [9], where p
is the filter order and a;, is a set of linear predictive coefficients (LPC).

1

HZ) = —
@ 1+ X0 a2k

ey

For stability and efficiency, LP filter coefficients are transformed into LSF then they are vector- quantized for
transmission. The weighting filter coefficients are calculated from LPC. The z-transfer function of the perceptual
weighting filter is given by equation 2 [10], where a is a parameter in the range 0 < a < 1 that is used to control the noise
spectrum weighting. In practice, listening tests prove that a=0.85 is the best choice [11].

A@ _ 1-Ypjae*
A(z/a) 1—Z£=1 agakz—k @

w(z) =

CELP is based on the technique analysis by synthesis ([13], [14]) because the speech is encoded and then decoded the
speech at the encoder to find the parameters that minimize the energy of the error signal. Adaptive and fixed codebook
search are used to estimate the gain G, and the index of the fixed codebook k, the gain b and the pitch period P in
samples of the adaptive codebook. P lies between Pmin=16 and Pmax=160 in samples.

To simplify the optimization process, the minimization of the energy of error is performed in two steps. First b and P are
determined to minimize the error energy. Figure 2 shows us the minimization process for adaptive codebook search to
estimate b, P. Second G, k are estimated Figure 3 shows us the minimization process for fixed codebook search to
estimate G, k.
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Figure 2: Adaptive codebook search

As shown in figure 2, the pitch prediction signal E is calculated from past excitation frame Ebufwith initial zeros. The
past excitation is updated each frame. The calculated pitch prediction signal E in adaptive codebook is convolved with
W(z)*H(z). The convolution is calculated for each of pitch period. Each pitch period convolution is then correlated with
the weighted filter input sub-frame. The optimum pitch period (P) maximizes C with positive gain (b) ([14] —[19]). The
adaptive excitation e(n-P) is calculated from past excitation as shown in equation 3.

e(n-p)=b* Ebuf(n-p) (3)

The fixed codebook search estimate G, k , figure 3 show us the minimization process for fixed codebook.
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Figure 3: Fixed codebook search

As shown in figure 3, the fixed codebook (f) is Gaussian random noise codes. Each Gaussian code is convolved with
W(z)*H(z). The adaptive excitation e(n-P) is convolved with W(z)*H(z), then subtracted from the weighted filter sub-
frame. The resulted difference is correlated with each Gaussian code convolution. The optimum codeword maximizes

CC with positive gain is chosen ([14] —[19]).

Finally, as shown in figure 1, the excitation (Ebuf) is calculated in the encoder and is saved as past excitation for the
next frame. The excitation Ebuf(n) is produced by summing the contributions from an adaptive codebook and fixed

codebook so that Ebuf=Ea+Ef where Ea=b* Ebuf (n-p) and the fixed codebook Ef=G*f(k) ([14] — [19]).

B. CELP Decoder

The decoder receives five parameters to extract the voice. The five parameters are LPC, the gain G and the index k of the
fixed codebook, the gain b and the pitch period P of the adaptive codebook. Figure 4 shows the CELP decoder
procedures. The excitation e(n) is produced by summing the contributions from an adaptive codebook and fixed
codebook so that e(n)=e,+ey where e, = G * f(k) ande; = b * Ebuf2(n — P) where Ebuf2 is the past excitation
saved in decoder and updated each frame and the excitation e(n) is filtered by the LP filter 1/A(z) and synthesized speech
is reconstructed ([14] —[19]).
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Figure 4: CELP Decoder flow chart

3  SIMULATION

This section simulates CELP codec using MATLAB ([20], [21]). The bit rate is calculated for various number of LPC,
different size of fixed codebook, various frame length of the speech segment. The pitch period (P) is searched between
16 to 160 samples, 8 bits are used to represent it. The gain of the fixed codebook (G) is coded by 7 bits per sub-frame.
The gain of the adaptive codebook (b) is coded by 8 bits per sub-frame. a 6-bit uniform quantizer is used for each LPC
(a). The number of bits used to transmit the index of fixed codebook K=log,(fixed codebook s ize).

Table 1 shows total number of bits per frame, each frame is divided into four sub-frame (m=4). 10 LPC and 1024 fixed
codebook size are used. From table I total bits per each frame equal 192 bits.

Frame rate = (8000 samples/second) / (160 samples/second) = 50 Frames/second then the bit rate = (192 bits/frame) * (50
frames/second) = 9600 bits/second.

Table I

TOTAL BITS PER FRAME
No. of bits Parameters
8*4 P*m
8*4 b*m
7*4 G*m
10*6 filter order*a
10*4 K*m
192 bits Total bits per frame

The bit rate using various number of LPC are given in Table II at frame length equal 160 and fixed codebook size equal
1024. The sampling frequency 8000 Hz is used.

Table IT
TOTAL BIT RATES for DIFFERENT NUMBER of LPC
Number of LPC Bits per sec Bits per frame
10 9600 192
8 9000 180
5 8100 162

Table II concludes thatusing 8 LPC save 12 bit per frame than using 10 LPC and using 5 LPC save 30 bit per frame than
using 10 LPC.

4 SUBJECTIVE &OBJECTIVE TESTS
This section presents the Mean opinion square and signal to noise ratio tests.

A. Mean Opinion Square
Mean opinion square (MOS) is a test for measuring the acceptability or quality of speech over a Communication system.

Table III shows MOS scale range. The scale allows the listener to judge the overall quality of a communication system
[22].

Table 111
MOS SCALE RANGE

MOS scale Speech quality
Bad

Poor

Fair

Good
Excellent

[V N SN | NS oy
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B. Signal to Noise Ratio

Signal-to-noise ratio (SNR) is one of the most common objective measures for evaluating the performance of a
compression algorithm. Equation 4 defines the SNR [23], Where s(n) is the original speech data while §(n) is the coded
speech data.

= _ It
SNR=10 logioz oo (4)

C. Methodologies

10 Arabic words are used. Each word contains 3 Arabic phonemes altered by a male speaker. The number of subjects is
30. Two tests are conducted .Tables IV and V show the words used within test 1 and test 2 respectively. The subjects are
asked to write each word as they hear, and estimate the corresponding MOS scale range. The MOS results are averaged
over 30 subjects for each word. We calculate SNR for various parameters.

TABLE IV
TEST 1 WORDS

[ Word [ <t =N [ ol [cle [oa [oe G | e ]

TABLE V
TEST 2 WORDS

[ Word | o= <L ol G e da [l ok

5 RESULTS & DISCUSSIONS

In this section the effect of varying the number of LPC of CELP coder is discussed by means of subjective and
objective tests.

A. MOS Test

Figure 5 and figure 6show the MOS scale for different number of LPC. It is concluded that using LPC value equal 8 and
LPC value equal 10, MOS are slightly different whereas five LPC value yields to a significant decrease of the MOS scale.
Also figure 7 shows percentage number of subjects that heard correctly 3 Characters out of 3 (100% intelligibility) 93%
of the subjects heard correctly at 10 LPC, whereas the percentage is significantly reduced at 5 LPC. This means that there
is a significant decrease in intelligibility using LPC value 5.

5
X 4.4
4 4723
w3 301 3 gs
o]
s, ¢ 236 L
e
1
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Figure 5 : Number of Ipc coefficients with mos scale
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Figure 7: Number of Ipc coefficients with percentage number of subjects that heard the word correctly(3/3)
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Figure 8 shows the MOS scale for different numbers of LPC. It is concluded that using 10 LPC the MOS is high whereas
five LPC yield to a significant decrease of the MOS scale. Exception is shown in figure 8 where the word (<=) gives
MOS at LPC value 5 & 8 respectively which means that the word (<x=) records high MOS even LPC is decreased . The
same exception is cleared in figure 9 where the number of subjects that heard correctly at LPC value 5 & 8 is 100%. The
reason is that word (<x=) has higher signal strength. The ratio of the signal power of the word <= to that of the word <&
is calculated and it is found to be equal 1.72.
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Figure 8: Number of Ipc coefficients with mos scale
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Figure 9: number of Ipc coefficients with percentage number of subjects that heard the word correctly(3/3)
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Figure 10 shows the number of subjects that heard correctly for various number of LPC coefficients. It is concluded that
using 10 LPC the number of subjects that heard correctly is 96.66% whereas five LPC yields to a significant decrease in
number of subjects that heard correctly. Exception is shown in figure 10, the word (s) is poorly perceived although
eight LPC are used. The reason is that the character () has weak signal strength so listeners cannot recognize all the 3
character, they heard only first 2 character. Figure 11and 12 show the plot for words (¢4) and (<'2) respectively. The

ratio of the signal power of the word <la to that of the word alw is calculated and it is found to be equal 2.1.

.  120.00%
j;
0,
g , 100.00% X 96.66%
=5 =
[
5 § 80.00% oula
2 8 60.00% CE
ED ¢ 53.33%
©
S 2 40.00% B 43.34% -
[T T} N
22 2000% o
g X 10% X als
a O-OO% T T T T T 1
a
0 2 4 6 8 10 12
Number of LPC Coefficients

Figure 10: Number of Ipc coefficients with percentage number of subjects that heard the word correctly(3/3)
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Figure 11: Plot for the word (plw)

97

7000



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

03— —

0.2 —

0.1 -

amplitude

01~ E

0.2 —

03 | | | | |
0 1000 2000 3000 4000 5000 6000
sample number

Figure 12: Plot for the word (<%)

B. SNR Test

SNR is calculated for frame length=160 and fixed codebook size =1024. Table VI shows SNR for different number of
LPC.

TABLE VI
DIFFERENT NUMBER of LPC with SNR
Number of LPC SNR (dB)
8 11.348
5 10.990

Table VI concludes that decreasing the number of LPC SNR decreases.

6 CONCLUSION

This paper implements the CELP coder for Arabic words with different number of LPC coefficients. The paper
investigates their effect on the coder quality by means of subjective and objective tests. The bit rate is calculated for each
case. It is concluded that using 5 LPC yields to low speech quality. Employing LPC either eight or ten improves the
speech quality. The paper specifies 8 LPC as they provide good speech quality. It is found that employing the parameters
that are listed in table VII lowered bit rate of the CELP coder from 9.6 kbps to 9 kbps. The MOS varies from 4.2 to 3.5
for bit rate of 9.6 and 9 kbps respectively. Future work on Arabic words must be considerable to all researches also the
variation in the fixed codebook size and frame length has to be considered.

TABLE VII
PROPOSED CELP PARAMETERS for ARABIC WORDS

Value Parameter name

160 (20ms) Frame length (N)

40 (5ms) Sub-frame length

8 Order of LP filter

0.85 Constant parameter for perceptual weighted
filter (c)

[16,160] Estimate of number of samples in the pitch
period

(40,1024) Size of fixed codebook
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Abstract—Recognizing Arabic handwritten is a great challenge due to variations in its letters shapes according to its position in
the word and handwriting styles. Internet of Things (IoT) is the inter-networking of connected devices embedded with
electronics, software, and sensors to collect and exchange data. Cloud computing and IoT both serve to increase our daily
efficiency, and they have a complimentary relationship. Recognizing Arabic handwritten using mobile device connected to
cloud computing facilitate translating for non-Arabic speaking and finding locations on maps which are of great importance
while visiting Arabic speaking countries. Our approach is the first to build a mobile app that propose a multi-phase hybrid
classifier that works on the words geometric features. Qur classifier is based on KNN, then passing a set of nearest neighbor
votes to SVM. Training phase used a self-generated dataset and was tested on IFN/ENIT database. Our approach successfully
achieves 83.04%Accuracy.

Keywords—Arabic, Offline handwriting recognition, hybrid classifier, features extraction, IoT, Cloud Computing

1 INTRODUCTION

Internet of Things (IoT)[1] nowadays is widely spreading using it and combining it with mobile phones apps and
computing, IoT is a system of interrelated computing devices, mechanical and digital machines, objects embedded with
electronics, software, sensors, actuators, and network connectivity that enable these objects to collect and exchange data.

Cloud computing technology is also becoming popular due to time and storage constraints. Fast processing is satisfied
with parallel processing done by different cloud services. This state of the art technology also provides huge storage
space. Using cloud computing facility of Software-as-a-Service (SaaS) gives the opportunity to upload, share and execute
developer's applications. We provide a mobile application that is portable, easy to use, fast processing time and provide
storage space by using Internet of things (IoT) and cloud computing[2].

Handwritten character recognition is an important part of today’s every mobile apps. Most of the mobile applications
tend to use the handwritten as an alternative option for input data with the keyboard and voice. Arabic Handwriting
character recognition has been one of the most important research topics for countries that use the Arabic alphabets.
There are a lot of challenges concerning this field of language recognition, the characters shape changes according to its
position in the word (isolated, start, middle, end), as Fig 1 shows samples of Arabic letters in their different location.
Also, that Arabic is written from right to left. Arabic is a cursive language that most of its letters are connected when
written. Handwritten has distinct challenge due to different handwriting styles[3].
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Figure 1: Samples of Arabic letters with their shapes in different locations

The approach proposed in this paper is recognizing the Arabic handwritten by calculating the geometric features of the
word in the feature extraction phase and building a hybrid classifier based on artificial neural networks (ANN) and
support vector machine (SVM) in the classification phase. Our mobile app is the only mobile app on Android platform
(except that come from Google with the Android operating system) that is recognizing the Arabic handwritten using the
mobile and cloud computing.
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The remaining of this paper is organized as follows; section 2 explains the related works that are related to this field, and
discuss their approaches. In section 3, our proposed approach is discussed to enhance the recognition of the Arabic
handwritten. An experiment is drawn in terms of statistics to show the efficiency of our approach in section 4. And
finally, in section 5, discussion and concluding remarks and the future enhancement work.

2 RELATED WORK

The recognition of Arabic handwritten is a very important research topic and for its importance it is very common topic
of research. We are going to explain the related work of the research from two points of view, firstly, is concerning the
mobile apps that are related to our topic. Secondly, the overall research work related to the Arabic handwritten
recognition. It is explained with relation to the main phases of the handwritten recognition.

A. Related Applications

Some mobile apps are available freely on the Google play store for recognizing printed English letters. One of these
applications is OCR_Text Scanner [4], it is a free app and is used for recognizing printed English text from images, no
internet connection is required, camera option is available; it takes rate 3.7/5 from users’ point of view. Another similar
application is Image to Text [5] it is a free also and is used for recognizing printed image, it supports English, and some
other languages but is verified mainly in English. It supports different file formats such as: PNG, JPG, GIF, TIFF, BMP
image formats. It sometimes generates unknown errors. Finally, its user rate is 3/5.

B. Related Research

The related work in this part is explained depending on the different Arabic handwritten recognition phases which are
preprocessing, segmentation, feature extraction and classification. Fig.2 explains the block diagram of the different
phases of the Arabic handwritten character recognition.
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Figure 2: Block diagram of the Arabic handwritten recognition phases

1) Preprocessing

The preprocessing phase is an important stage in the Arabic handwritten recognition. It prepares the text image for the
segmentation phase. The more success preprocessing phase, the more accurate recognition will be [6]. The approach
proposed by AlKhateeb et al. [7] applied skew/slant correction and normalization on images. The Image was divided into
frames and two types of features were used. Intensity features are used for training and structure-like features are used for
re-ranking for improved accuracy a set of features and these features are extracted from each frame. Finally, they
achieved a recognition rate of 83.55 after testing on the IFN/ENIT database using HMM.

AbdelRaouf et al. [8] proposed an approach that uses the basic preprocessing (binarization, thinning, slant and skew,
baseline finding) then passing through the feature extraction. Haar-like features were used which is a simple method
depending on the basic visual features of the objects. It uses gray-scale differences between rectangles to extract the
object features then going to the classification stage. The Haar Cascade Classifier (HCC) is a machine learning approach
that combines three basic components (Integral image, Haar-like features extraction and boosting of cascade classifiers).
Their approach got a total accuracy 87% on MMAC corpus database [9].

2) Segmentation
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Segmentation phase in the character recognition is the first phase to deal with the text itself. It is responsible for dividing
the word to its letter or stroke contents [10]. Al-Hamad and Abu Zitar [11] presented an approach that uses Arabic
Heuristic Segmentation to segment a word into primitives. These primitives might be a letter or part of a letter. The
features then are converted to an artificial neural network Multi-layer perceptron (MLP) [12] for training and testing to
validate the segmentation points. This system was tested on an AHD/AUST database containing 12,300 words and the
IFN/ENIT database containing 26,400 and achieved segmentation rates of 95.66%.

Xiang et al. [13] used a sliding window technique to divide the image into frames and each frame is divided into four
cells. Then distribution features and concavity features are extracted from each frame. They also used hidden Markov
models (HMM) for training and recognition. Finally, they achieved an average recognition rate of 84.09% from testing
on the IFN/ENIT database.

3) Feature Extraction

Feature extraction phase is to select the features that are going to differentiate between letters, and is divided into two
types. Structural features are usually computed from a skeleton or a shape of the text image. Structural features remain
more common for the recognition of Arabic letters. Statistical features are numerical measures computed over images or
regions of images [14]. Lawgali et al. [15] computed highest value Discrete Cosine Transform (DCT) coefficients of
each character as features. Artificial Neural Network (ANN) is used for feature extraction and classifications. The ANN
has 3 layers (8 neurons as input layer, 40 neurons as a middle layer and 70 neurons as output layer) is used for feature
extraction and classification. The classification is achieved in two steps (classification of the segmented characters and
classification of the word). Finally, they achieved 90.73% after testing on IFN/ENIT database.

Surinta [16], used preprocessing schemes such as rescaling the image by preserving the aspect ratio and converting it
from color to grayscale. The feature descriptors which we selected are the Scale Invariant Feature Transform (SIFT) [17]
and Histograms of Oriented Gradients (HOG) [18] that extract the orientation histograms from the handwritten character
grayscale images. The K-Nearest Neighbor (KNN) and support vector machine (SVM) classifier were used for
classification. Finally, they achieved 99.07% on the THI-D10 dataset.

4) Classification and Databases

This phase is the final phase to recognition. It compares the features of the tested word with the features of the saved
trained words, and decides which word is recognized [19]. Hussein et al. presented “ALEXU-WORD” database [20]. It is
a new dataset for online Arabic handwriting recognition aiming to obtain a very large database of segmented letter
images, to evaluate Arabic handwriting recognition systems. They used couple of windows descriptors and they are
based on Histograms of Oriented Gradients (HOG) [18] and the Scale Invariant Feature Transform (SIFT) [17]
descriptors. The (HOG) and (SIFT) are experimented with three classification algorithms, k-Nearest Neighbor (k-NN),
Artificial Neural Networks (ANN) as they used the linear kernel with Support Vector Machines (SVM). Their technique
competes IFN/NET database by 92.16 success using SIFT-based descriptor and artificial neural network (ANN).

During 2016, Haider et al. [21], used high-performance Graphical Processing Units (GPUs) which has 1200 cores which
made the training and testing fast so they used Convolutional Neural Networks (CNNs) to train and test handwritten
digits. CNN is used to extract robust features that help in justifying the class to which they belong to, and they use the
last layer named softmax layer which used to minimize the errors. Finally, they achieved 95.7% accuracy on MNIST
dataset.

3  OUR PROPOSED APPROACH

Our approach depends on building an Arabic handwritten recognition application that is run from a mobile device. This
system must be able to use the detected words to implement the Google Software Development Kit (SDK) of Google
map and Google translate. The main difficulty here is implementing the Hand written recognition system on a mobile for
the its limited processing capabilities. The solution is to benefit from the huge processing capabilities of the Cloud
computing.

As shown in Fig. 3, the proposed approach uses the mobile device to scan the Arabic handwritten image. The
preprocessing phase of the Arabic handwritten application is implemented on the mobile device as it requires limited
processing capabilities. The preprocessed image is then transferred to the cloud using IBM BlueMix Cloud platform to
implement the remaining from the Arabic handwritten phases. The recognized words from the Arabic handwritten
application in the cloud are sent back to the mobile device. The Google SDK of the Google map and / or Google translate
is then run with the words returned from the cloud. If the words are an address then the Google map is run with the
mentioned address, else the Google translate is run with the translation of the words to English language.
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Figure 3: Block diagram of the proposed approach

The proposed Arabic handwritten character recognition approach includes the following phase; preprocessing,
segmentation, feature extraction, clustering and classification. We are going to explain the followed stages in each phase
in the proposed approach. Finally, we explain how these processing phases should be uploaded on cloud servers to
reduce complexity and high processing on our limited mobile device.

In the preprocessing phase, each input image should be converted to binary, filtered from any additional noise and
thinned to one pixel wide stroke in the segmentation phase, where the words are isolated from the background to
concentrate computations on valuable pixels only. Some needed information is computed in this phase like number of
Pieces of Arabic Words (PAW). Next, we compute a set of geometric features in the phase of feature extraction. Some of
these features are used in clustering images into sets. Each set represents similar classes. Again, our set of geometric
features is passed to our hybrid classifier to finally recognize the handwritten text, and convert it to editable form.

A. Preprocessing

The aim of preprocessing phase is to improve the quality of the scanned image. It is very important to try to improve the
quality of the scanned image as much as possible for better recognition accuracy. In this phase, we aim to select
algorithms that are good for preprocessing and at the same time with low complexity expensive.

1) Binarization and Noise Removal

Binarization is converting the grey scale image into black and white (binary) image. So, this stage converts any captured
image to binary, defining only two possible values, 1 for background and 0 for required text. We applied the adaptive
threshold mean algorithm [22] to convert images to binary. Adaptive threshold doesn’t depend on fixed threshold value
but it varies at each pixel location according to the neighboring pixel intensities. It is applied by constructing a kernel of
size 15x15 pixels around each pixel (x,y). The average A(X,y) of the pixels in this kernel is computed. The threshold T(x,
y) is computed by subtracting an offset value from the local mean A(x,y). This offset value is used for fine tuning the
threshold value. Equation 1, shows the calculation of the threshold for every pixel, where paraml is the offset value.

T(x,y) = A(x, y) - param]l (1)
Noise removal stage can be achieved using smoothing spatial filters that are used for blurring and for noise reduction.

The arithmetic mean filter is a very simple one and suitable for the noise removal [23] is then applied on the captured
binary image to remove any additive noise. Fig. 4 shows an example of applying the filter
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Figure 4: Example of applying arithmetic mean filter

2) Thinning
Thinning stage is responsible for remove the thickness of the text that came from using different types of pens. In this
stage, we applied Zhang-Suen-thinning-algorithm [24] on our binary image after removing noise from it to convert it to
one pixel wide text. This operation is important to be invariant to different writing tools and styles. Fig. 5 shows the
Zhang applied thinning algorithm. Fig. 6 shows an example of an Arabic word before and after thinning.
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Figure 5: Flowchart of Zhang thinning algorithm applied [17]
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Figure 6: Example of Arabic word before thinning (up) and after thinning (down)
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3) Filling Gaps (Dilation)
Dilation takes the union of copies of the structuring element centered at every pixel location in the fore ground. This
stage is used to take the binary image after binarization, apply a (5 X 5) matrix on the image to fill the gaps occurred
from the thinning which turn the binary shape in the image into one pixel wide lines. This stage is used to be applied on
all the possibilities that will make a gap in the word, and this gap means that two connected pixels or one pixel have the
same color of the background in the image. So, it will turn all these possibilities to the color of the word to decrease the
percentage of making gaps in the word. Fig. 7 shows an example of filling the gap in the word.

Figure 7: Example of filling gap (Dilation) process

4) End/Start Points
This stage is responsible for defining the start and end point in every stroke of the scanned image after thinning it [25]. It
goes through all the pixels in the image to detect each pixel that has one or two neighbors, which means that this is an
end or start point in the image, so after applying the median filter it detects all the results which are one or two pixels
then count them. This stage is partially used in the feature extraction stage, as the start and end points are part of the
features.

5) Number of holes

This stage is responsible for defining the number of holes in each word and label them using the connected component
algorithm [26]. It deals with the binary image where (0 for black pixels and 1 for white pixels), and go around the whole
image pixel by pixel to detect the entire connected component in the image. The algorithm by labeling each connected
component (gave each connect component a number). The start point is (1, 1) and end with (n-1, n-1) and get the 8-
Neighbors of each pixel. Then give each connected pixel (the pixels of the same color) a number (Labeling). Then
looping once again from (1, 1) to (n-1, n-1) and get the minimum number of the 8-Neighbors and assigning it to the
current pixel. Then we loop one time from (n-1, 1) to (1, n-1) and one time from (n-1, n-1) to (1, 1) and get the minimum
number in the 8-Neighbors and assigning it to the current pixel. After the labeling stage, we subtract the background
from it and get the average pixels number of all holes. Then we start to count if the hole has number of pixels more than
the average so, it is a hole and it is counted with us, if the hole has number of pixels less than the average that means it’s
not a hole and may be noise, so do not count it with us. Fig.8 shows the flowchart of the applied algorithm.
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Figure 8: The flowchart of the number of holes and labeling

B. Segmentation
This phase is responsible for dividing the word into its sub-words, letters or strokes [27]. It goes through all the pixels in

this image, to calculate the number of connected components in the image and give each connected component a specific
label [28]. And count all these labels to count the number of PAWs, then cut them to make each region in external image.

C. Feature Extraction

This phase is responsible for extracting the important features from the text image and keeping them as a reference for
that word. When in the phase of recognizing the text, it recalls these features and compares it with what was saved from
the training dataset to decide whether it is the same word or not. These features are:

1) Geometric features:
Geometric features of text images are computed. It is based on dividing captured image into six zones, three horizontal
and three verticals. A 5 x 5 kernel is used to compute the geometric features of each zone. These features are number of
Horizontal, Vertical Lines, right Diagonals, left Diagonals, number of normalized Horizontal lines, normalized Vertical
Lines, normalized right Diagonals and normalized left Diagonals.

2) Eccentricity[29]:
Eccentricity measures the shortest length of the paths from a given vertex v to reach any other vertex w of a connected
graph. If we considered an imaginary ellipse drawn around the word, then the eccentricity is computed by equation (2)

Eccentricity=C/A 2)

where C is the distance from the center to foci and a is the distance from that foci to a vertex as shown in Fig.9. Foci
equation (3) is given as:

C>= A% B? 3)
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Figure 9: Calculation of the foci distance

3) Orientation[29]:
Orientation is the angle between the major axis of the ellipse and the X-axis. As shown in Fig. 10.
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Figure 10: Calculation of the orientation angle

4) Extent[29]:
Extent is a ratio between the number of pixels and area of the ellipse.

D. Clustering

Clustering is the phase of separating the word into different clusters based on their feature extraction grouping. After
features computation, the application groups training data to sets according to a range of these features; eccentricity,
extent and orientation [29], number of holes, number of paws, start and end points. We use all the previous features to
cluster the word to its group. The Applied algorithm is the K-Nearest Neighbor algorithm (KNN) which proved very high
performance in the clustering phase.

E. Classification

Classification is the phase in the Arabic Handwritten character recognition to identify to which of a set of categories a
new word belongs, on the basis of a training dataset containing words whose category membership is known. We apply
two different algorithms to achieve better result, first the Support Vector Machine (SVM) then apply the Kohonen Neural
Network algorithm.

1) Support Vector Machine (SVM)

SVM is one of the most powerful supervised classifiers. It has been used in pattern recognition in different fields and
achieves high classification rates. A brief literature was done by Burges [30] or Cristianini and Shawe-Taylor [31].
Extensions of the binary classification to the multi-class situation are suggested in several approaches [32, 30]. We are
cascading the KNN with SVM to achieve more accuracy. By taking the number of votes from the KNN as an input to the
SVM to train and test on, then outputs its final decision.

The mathematical function used for the transformation is known as the kernel function. It is defined as Linear,
Polynomial and Radial basis as shown in the following equations.

* Linear

F(x; w, b) =<w, x> +b “4)
* Polynomial

Kx,z)=(<x,z>+1)p %)
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* Radial basis function (RBF)
k(x; y) = exp (-[[x- y|*) / (2 *alpha’) (6)

2) Kohonen Neural Network (KNN)

KNN is Self-organizing maps that classify data without supervision. First, all weights are initialized randomly to a value
between 0 and 1. Second, random image is chosen at random and Euclidean distance is calculated between it and rest of
the nodes using equation (7):

Dist = |SiZ3(V, — W)? %)

Initial radius is calculated and weights of nodes within it are adjusted according to equation (8)

Weight = Weight + LearningRate(FeatureVector — Weight)  (8)

Euclidean distance is calculated between the chosen image and all nodes and then the reduced radius and the learning
rate are calculated. Repeat until reach max iteration. Fig. 11 shows the flow chart of KNN algorithm.
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the radius range are chosen image and all the

adjusted nodes

T

Figure 11: Flow chart of KNN algorithm

4 IMPLEMENTATION AND EXPERIMENT
This section explains mainly two parts of the proposed approach. The first one concerning the Google Android
application and the parts that are implemented on the mobile device and that implemented on the cloud. The second part
is concerning experimenting the Arabic handwritten recognition approach and measure its accuracy.

A. Implementation of the Google Android application

The mobile app design is based on simplicity as shown in Fig. 12. The figure shows the first start up activity, home
activity. The user has two options; either to select camera button or view his history. Then, two different options are
available, capturing any Arabic text or Arabic address. By choosing any of the options the camera is launched and user is
ready to capture Arabic handwritten text.
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Figure 12: Home screen of mobile app

All captured images are automatically saved in one of the android device folders. Camera data (image) is converted to
bitmap image, and data is downsized. We do prefer the second solution, to preserve data.

1) Preprocessing

The preprocessing phase is implemented on the mobile device using its limited capabilities. It is implemented using the
OpenCV tool libraries. Implementing OpenCV functions on the android devices exceeds time limits required for any
real-time application. The main thread of the android operating systems can’t bear such high processing. We first created
another thread to solve this problem, but another problem appears concerning the memory limitations, that forced the
application to stop. Our tried second solution was to divide functions into independent sets. After the execution of each
set, the memory is reset. This solution causes the pre-processing stage to take 2.5 to 3.5min. The preprocessing stages
that are run on the mobile device are: Converting Image to grey scale, rotating image if it is landscape, sharpening image
and converting it to binary. Fig. 13 shows the image scanned using the mobile app and the image after applying the
preprocessing phase on it.

ennnnon - SODOOnO=

Figure 13: Scanned image and image after preprocessing

2) Handwritten recognition
The other phases of the system, features extractions, segmentation and classification, is done on IBM Blue Mix Cloud
[33], it provides enough memory size and faster processing unit than the Mobile Device. Images are encoded to a smaller
size before sending them to IBM Blue Mix cloud. We used base64 encoding Algorithm [34] to upload images on cloud
faster. Images are sent to cloud using HTTP request. On Blue Mix we used java servlet class to get the image strings and
decode them to an array of bytes.

After uploading images on the cloud, the recognition process starts. The process returns the string to the servlet class, the
servlet class encode the string as JSON Object and return it to the mobile app, the mobile application takes the JSON
Object and decodes it to string the return it to the main running thread.

3) Implementing SDK using recognized text

Users have two options, either to save recognition results to their history or translate the captured recognized text. Saving
function is done if the user has an account, while the translate function is connected to Google server with the API key.
The API key is requested from Google API’s services.
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Figure 14: Running Google map app with the recognized word

Another option is capturing a handwritten address, recognizing it automatically; same steps as mentioned before, then
redirecting text to Google map activity. With the help of Google maps and GPS, the user can get the location history of
his captured address. The application also draws the path from user current location to the captured location then display
the map to the user, as shown in Fig. 14.The user can access the saved data at any time by clicking on my_History button
in the Home Activity, as shown in Fig.15 and by clicking on one of the list it will appear the larger image and the full
text.

Figure 15: Recall saved image with recognized text

B. Arabic Handwritten recognition accuracy

Our proposed solution is building a hybrid classifier based on KNN and SVM. We first tried running each classifier
alone on INF/NET database set (B), and we achieved 74.74% accuracy from KNN, and achieved 81.99 % from SVM as
shown in Table(1). Then we cascaded both classifiers together and achieved 83.04% by using KNN 3 votes, which is the
highest accuracy we’ve achieved from applying 100 votes and the results as shown in Fig. 16, the graph shows how the
percentage increases and decreases according to number of votes taken from KNN

TABLEI
RECOGNITION ACCURACY BASED ON DIFFERENT ALGORITHMS

SVM KNN
81.99%| 74.74%
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Figure 16: the relationship between KNN votes and the accuracy

5 CONCLUSION

So summing up our proposed System is a hybrid system that serves the Arabic language by first recognizing the
handwriting then transforming it into editable text. The recognition system will be executed on IBM Blue Mix cloud
instead of executing it on the mobile to increase the run time. On the mobile side after extracting the text, two options
can be applied on it. Whether to translate it or if the captured image is address the user can use the maps option to
allocate it from his location.
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Abstract—the sentiment classification of social content in relation to financial market has received an increasing interest from
research community. Classification tells whether sentiment is bullish or breach, helping traders to check sentiment before
trade decision. Machine learning (ML) techniques play a great rule for detecting sentiment of social content. In this research,
our investigation leads that selection of inappropriate classifiers’ features address issues in sentiment detection and reduces
classification efficiency. This paper addresses the problem of sentiment classification accuracy by selecting appropriate
features from training dataset using genetic algorithms, approved that it can provide improvement in classification
accuracy(89.9%) rather than support vector machine technique(88.6%).This paper also shows that considering reputation of
social content users has a high impact on evaluating overall sentiment score and thus gives a direction for financial trading,
proved trading success factor raise from 63% to 82%.

Keywords: Social Network, Sentiment mining, NLP, GENETICS.

1 INTRODUCTION

The World Wide Web has brought change to a point where it would be difficult to imagine a world not connected
through online networks [1].Currently, people are being able to be interactive and active author for digital content
through social media. People are get used to express their sentiment in social media towards daily events in different life
areas whether sports, political, and so on. In [1], [2], [3], it is shown that if these sentiments well analyzed, it could help
investors and decision makers. Sentiment analysis is defined as the process of detecting meaning or emotion or opinion
of user’s statement towards daily activities. Sentiment has clear impact against country economy or product listed in
financial market. For instance, traders will have bad impression for currency if jobless report related to this currency is
high. The same if a listed company declares increase in yearly profit, the traders think investing in it with expectation that
unit price will be high. Sentiment analysis through social media is our scope of interest from the intention to help
investors know how the trend is going for different capital investments whether currency pairs, commodities, and indices.
The trend or sentiment in financial market takes either Bullish or Breach. Bullish means that investors interested to buy
while breach means investors need to hold out from their investments. Different approaches in sentiment classification
area are presented in [21][22][23][24], which is categorized based on lexical analysis or ML(Machine learning)
techniques. Support vector machine (SVM) algorithms are used to perform best accuracy in sentiment analysis [7].
Sentiment analysis is marked as a text classification problem. Text classification is different than classification in other
domains due to large number of features. Most techniques are depending on bag of word model to generate unique words.
In social media, Most of generated features are irrelevant, redundant or noisy [27], this is because of users that may use
or coin new abbreviations or acronyms, It is coooooool”, ’OMG :-(”, are intuitive and popular in micro blogging, but
considered as noisy features for text classification model due to informal words [29], and this is highlighted as main issue
to be investigated through this research.

In machine learning, solutions are created to some problems by using training data, some search method is used
to search over a class of candidate solutions to find an effective one called genetic algorithms (GA) [14]. GA is an
algorithm which makes it easy to search in large space, by implementing the Darwinian selection to the problem. Only
the best solutions will remain, thus narrowing the search space [12]. Standard steps of any GA technique starts by
initializing encoded population as ’genes’. New solutions can be produced by ’mutating’ members of the current
population [14].Then Fitness functions are computed to select best solution. In our research we show that applying
genetics can advance ML classification for sentiment and can resolve the issue of noisy feature selection.

At another point, sentiment detection is highly impacted by online reputation score which measures influence of
brand or user reputation in social media [26]. In general, business utilizes such tools to know which areas should be
improved. A large number of popular tools exist to measure score: Klout, Scale, My Web Career, and Peer Reach are
samples. Detailed techniques in that area are out of scope.
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This research proposes a system for mining social media to analyze sentiment and predict trends in financial
market business domain. The main contribution of this paper is a new technique of mining sentiment by applying
genetics to consider selected features of Training data in order to prepare accurate model. Once sentiment detected, our
system will calculate bullish or breach score considering reputation of social network users that direct investors taking
trade decision.

The rest of this paper is organized as follows, Section II discuss popular approaches in emotion detection area
from lexical to machine learning approaches. While Section III presents our proposed method. Section IV shows results
and comparative study. Finally, conclusion and future work listed in section V.

2 PAGE LAYOUT BACKGROUND AND RELATED WORK

The development of lexical resources for sentiment analysis has attracted attention of the computational linguistic
community [8]. Although human effort needed to build corpus, they play great rule of detecting emotion through
effective words. WordNet-Affect [9], Opinion Finder [10], Sentiword-net [11] are samples of syntactic-level resources
for sentiment analysis. Table 1 shows examples of synsets representation in wordnet. WordNet-Affect is an extension of
WordNet, in which effective concepts representing emotional state are individuated by synsets marked with thea-label
emotion [9]. Simplicity in implementing such approaches is one advantage based on counting of Positive or negative
words. However, lack of handling non grammatical linguistic is a disadvantage.
TABLE I
SYNSETS REPRESENTATION IN WORDNET

Labels Examples
emotion noun anger#1, verb fear#1
noun animosisy#1, adjective
mood : .
amiable#1

noun aggressiveness#1, adjective,
competitive#1

cognitive,state | noun confusion#:2, adjective
dazed#2
physical state noun illness#1, adjective all in#1
hedonic,signal noun hurt#3, noun suffering#4

trait

Another traditional approach is called semantic orientation (SO). The main idea of SO is to calculate Semantic
of each word based on the difference between its associations with positive and negative words. Point wise Mutual
Calculation (PMI) is used to calculate based on equation 1:

P(x,y) P(x|y) P(y|x)
PMI(x;y) = log =log = log
B =8 Rty B Py % P)
(1)
Where x, y refers to terms of feature distribution. Here, each word is defined based on percentage of its relation with
position or negative emotion, Finally SO is calculated using equation 2:

SO@W = > PMI(t) - ) PMIGt)  (2)
t'eV+ teV—

An advantage of this technique is simplicity but handling negation and non-natural language considered high
limitation. NAIVE BAYES, Maximum Entropy, and SVM are popular ML techniques that are used in sentiment
classification due to accuracy. In [10], authors provide detailed comparison between different techniques, while they use
Unigram, Bigram and Parts of speech as features to compare between different ML techniques. Their research lead that
SVM has best accuracy (81.2%) based on Unigram features. However it lacks handling of negation because of relying on
individual words.

Accuracy is calculated based on fitness relation F1 method, it is a harmonic mean of the precision and recall scores
specially used in machine learning and information retrieval [11] as shown in equation in 3.

5 TP
P(Prﬂusmn)—m
TP
R(Recall) = —— 3
(Recall) = 75 FN 3)
2.BR
Fl=

P+R
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Precision is defined as the probability that (randomly selected) retrieved document is relevant. While Recall is the
probability that (a randomly selected) relevant document is retrieved in a search.

3 PROPOSED FRAMEWORK

A. Step 1: Crawling

Our research focuses on financial market as a case study for analyzing sentiment. System starts with collecting posts
for specified capital investments that is manually annotated from Tradebird [13]. Tradebird is driven by a passionate
community sharing trading ideas, news and opinions about the markets in real time. Sample of collected posts shown
in figure 1, while investors express their opinion/expectation for EURUSD after critical event hold in USA for FED
in subject related to interest rate. Rebroadcasting is removed from collected dataset. Each record contains the
following: Author Name - No. of Followers - Tags Time — Post - Sentiment. Our system will work only on posts in
English language only.

Damien Lewis  seurusD

SEURUSD close above 1.060 bullish next week

SEURUSD We went to a low of 1.0540 on the initial reaction and are now traidng near the
gay Riaks atl 0S70 area m bearish
udy Tigiis at Ve/iJ aica &= =

Steve Newman = SEURUSD  #YELLEN

al

Viarch like appropriate if Fed determines that data on jobs and inflation are continuing to

move in line with expectations, #YELLEN _..Short SEURUSD

Figure 1Sample of Tradebird posts
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B. Step 2: Text processing

Captured text is analyzed by common NLP (Natural language processing) techniques. We implement NLP techniques
using python technology and its library Natural language toolkit (NLTK). NLTK is a leading plat form for building
Python programs to work with human language data. It provides more than fifty corpora and lexical resources such as
WorldNet, along with a suite of text processing libraries for classification, tokenization, stemming, tagging, parsing, and
semantic reasoning, wrappers for industrial-strength NLP libraries, and an active discussion forum[28].The following
steps are considered:
- Stop words: Removing Sarcastic words is important to avoid wrong predication or model building,” . ?% $” are
examples of stop words.
- Stemming: A processing interface for removing morphological affixes from words. For better accuracy, we use
Python Lancaster Stemmer which is based on the Lancaster stemming algorithm.
- Bag-Of-Words modeling: Bag-Of-Words model is a representation in NLP for text, used to model frequencies
or number of occurrence for each word in document.
- TF-IDF: This will be used to calculate weight of each word based on frequency in different posts, standard
calculation is shown in equation 4.

N
idf; = log(—) 4)

where N is number of posts collected, and ni is number of posts that contain specified word.

C. Step 2: Model preparation

Feature extraction: In this step, we pick a list of words or features generated from previous step as an input for
proposed prediction model. Removing noise features with high entropy build accurate and stable classification model.

Removing noise features: Features with high entropy build accurate and stable classification model. In our system, we
pick high discriminative features generated from previous step and this can be applied using genetics. There exist two
important aspects here for feature evaluation in general, Entropy and Information gain. Entropy is a common way in
information retrieval area to measure impurity, while impurity refers to class distribution within dataset, High impurity
leads to high classification accuracy. Entropy is calculated as the following:

Entropy = Z -P;Log,P; (5)

Where Pi is the probability of class i, the higher Entropy leads to better accuracy and high information content. The next
step is to check which of extracted features are considered the most important in our classification problem. IG
(Information Gain) is a common way of doing this task. Standard equation is asfollowing:

1G = entropy(parent) — [averageeniropy(children)]
(6)

Based on GA, we apply the filtering mechanism

- Chromosome consists of list of features captured from training data set.

- Construct best mixture of best features lead to high accuracy, which is objective of our technique.
- Fitness refers to accuracy of predicted model, calculated as mentioned in equation 3.

Our proposed genetic algorithm for feature selection is the following:
1. Pick high repeated features based on bag of words techniques

2. Construct chromosome representation of features (x1, x2,....xn)

3. Compute fitness of constructed chromosome

4. Mutate other feature with lower fitness chromosome

5. Compute fitness of generated chromosome

6. If child has more fitness than parent, then replace parent with child
7. Go to step 3
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The above steps can be repeated multiple times according to state of collected dataset and controlled by number of
generation parameter specified by user, the high number of rounds leads to better accuracy but impact on running time.
In this research, we apply three rounds of filtration to verify proposed method on collected database.

D. Step 3: Evaluating Trade decision

Now, the emotion is extracted per post whether it is bullish or breach or neutral. However, this is not final step that can
lead financial market investors whether to buy or sell. As mentioned in introduction section that sentiment classification
is impacted by people reputation, people has high rank in financial market let his words has terrible reputation.
Reputation measurement has multiple factors, while we consider here only weight of author based on number of

followers, and a number of users interacts with his posts as a proof of concept. Handling other factors is considered as
future work for our research.

TABLE II
ACCURACY PERCENTAGE FOR DIFFERENT TECHNIQUES
Size /Method NAIVE SVM Proposed
1,000 83.5% B670 TO%
5,000 BT B0.2% | BT.E%
10,000 ®6.A7 BR.6% | BOTH

TABLE IIT
PASSED AND FAILED TRADES ACCORDING TO SCORING APPROACH

Normal Proposed

Passed H3 =2
Failed 37 e
Total 100 100
Probability 63% B2

4 EVALUATION

a. Experimental Setup

Sample of published posts taken at 03-Mar-2017 for EURUSD currency pair is shown in figure 3. For evaluation, we
present financial dataset composed of 10,000 records that help upcoming researches in evaluating their technique,
divided into 80 percent for training and 20 percent for testing.

b. Results

In this section, we compare between three different techniques: NAIVE Bayes, SVM, and our proposed one. Table 2
shows results for different dataset size. As Shown in table 2, our method works better for large data set and get high
accuracy (F1) for prediction, while SVM is better for small size of dataset. The main reason of correlation between
database size and accuracy is detection of noisy features increased by enlarging dataset size. Next step is to evaluate
scoring approach which help investors to take decision based on common sentiment (Bearish or bullish). Table 3 shows
result on 100 trades of EURUSD pair currency on March-2017, passed refereed to trades closed with profit while Failed
refereed to trades closed with loss. The result shows that our approach increases probability of succeed trading.

5 CONCLUSIONS AND FUTURE WORK

Through our paper, we propose novel technique of evaluating sentiment in social media for financial market business
area. Our approach targets achieving more accuracy in model prediction by removing noise features and this can be done
using genetics. As shown in table 2, our method has more accuracy for large dataset in addition to succeed trading
probability using score approach that considers rank of authors and content reputation. In the future, our technique will
be applied on dataset of other areas rather than financial to evaluate efficiency, in addition Big Data techniques to be
applied to get high performance.
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Abstract—Measuring the similarity between texts is an essential component in various natural language processing tasks.
Many text similarity tools are available in different manners and techniques. These techniques include string, corpus and
knowledge similarity approaches. The goal of our new tool SimAll is to combine the features of each approach in a single tool.
Different types of preprocessing modules, fusion methods and similarity levels are included. SimAll supports both Arabic and
English languages. Case studies of using SimAll in short answer grading task are also presented in this paper.

Keywords:Text Similarity, Semantic Similarity, Short Answer Grading.

1 INTRODUCTION

The use of text similarity plays an increasingly important role in natural language processing (NLP) tasks such as short
answer grading, automated essay scoring, questions generation, question answering, information retrieval, text
classification, document clustering, topic detection, topic tracking, machine translation, text summarization and others.
Measuring similarity between pair of words is a basic part of text similarity which is then used as a primary level for
sentence, paragraph and document similarities. Existing work on determining text similarity is broadly classified into
three major groups: string-based, semantic-based and hybrid-based [1]. String-based approach operates on string
sequences and character composition to compute similarities and can be categorized into two groups: character-based and
term-based. Words are similar semantically if there is any semantic relation between them like antonym, homonym,
polysemy and synonymy. Semantic similarity includes two different approaches: corpus-based and knowledge-based
algorithms. Corpus-Based similarity is a semantic similarity measure that determines the similarity between words
according to information gained from large corpora. Knowledge-Based similarity is a semantic similarity measure that
determines the degree of similarity between words using information derived from semantic networks. Hybrid-based
approach combines multiple similarity algorithms from the previously explained methods. An excellent and more
detailed overview of text similarity measures can be found in [1]. Collecting these different similarity algorithms into a
single tool is a challenge. In this paper we introduce SimAll tool; the basic idea of SimAll is to define abstractly a unified
method for all text similarity algorithms. The tool focuses on applying multiple similarity measures separately and in
combination. Different types of preprocessing modules like stop word removing and stemming are included for both
Arabic and English languages. Similarities between words, sentences, paragraphs and documents are available. We have
tested the proposed tool in a short answer grading task.

The remainder of this paper is organized as follows: Section 2 presents the most accurate text similarity tools. Section 3
explains the proposed tool and its features. Section 4 shows the results of applying SimAll tool in short answer grading
module, and finally, Section 5 presents the conclusion of the research.

2 TEXT SIMILARITY TOOLS

A. String-Based Similarity

This section presents the most popular string similarity tools SimMetrics, SecondString, SimPack, AlignAPI, SimString
and FLAMINGO package.

SimMetrics [2] is an open source extensible java library containing numerous similarity metrics. A similarity metric is an
algorithm that considers two input strings and returns a measure of their similarity. Similarity measures come from a
variety of disciplines, including statistics, DNA analysis, artificial intelligence, information retrieval, information
integration and databases. SecondString [3] is a java library for developing and evaluating a wide assortment of string
matching algorithms, those algorithms based on the edit distance technique and other matching algorithms. It also
provides tools for combining multiple string-based algorithms. SimPack [4] is a java package for measuring the
similarities between concepts in ontologies; it also supports other applications such as source code similarity and
hierarchically-structured data similarity. The Alignment API[S] is an implementation for storing, finding, sharing
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andimproving alignments; it also includes many services such as generating processing outputs and tests. SimString [6] is
a library for finding strings in a database whose similarity with a query string is greater than a given threshold; finding
not only identical but similar strings. This task refers to approximate string matching. SimString is implemented using
different programming languages like C++, Python and Ruby. FLAMINGO [7] is a C++ tool for finding approximate
string matching; it includes different algorithms for approximate selection queries and selectivity estimation. Table I
shows the string-based algorithms in each tool.

TABLEI
STRING-BASED ALGORITHMS

Similarity Tools String-Based Algorithms

SimMetrics Hamming, Levenshtein, Needleman-Wunch,Smith-Waterman,
Gotoh, City Block, MongeElkan,Jaro, Jaro Winkler, SoundEx,
Matching Coefficient, Dice, Jaccard, Overlap Coefficient,
Euclidean, Cosine, Hellinger, Skew divergence, Tau,tf-idf, N-gram

SecondString N-gram, Levenshtein, Jaro, Jaro-Winkler, Needleman-Wunch,
Monge-Elkan, Jaccard, Cosine w/tf-idf

SimPack Levenshtein, Jaccard, Dice, Cosine w/tf-idf, City Block, Euclidean,
Cosine Overlap

Alignment API N-gram, Levenshtein, Jaro, Jaro-Winkler, Needleman

SimString Cosine w/tf-idf, Dice, Jaccard, Overlap Coefficient

FLAMINGO Cosine w/ tf-idf, Dice, Jaccard, Levenshtein

B. Corpus-Based Similarity

Corpus-Based similarity is a semantic similarity measure that determines the similarity between words according to
information gained from large corpora. In linguistics, a corpus (plural corpora) or text corpus is a large and structured set
of texts (nowadays usually electronically stored and processed). It is used to do statistical analysis and hypothesis testing,
checking occurrences or validating linguistic rules on a specific universe. The most widely used corpus-based similarity
measures were explained in [1]. In this section, we will focus on only two packages extracting DIStributionally similar
words using CO-occurrences (DISCO) [8] and A SEManticsimILARity Toolkit (SEMILAR) [9].

DISCO is a java package that focuses on distribution similarity; Distributional similarity between words assumes that
words with similar meaning occur in similar context. Large text collections are statistically analyzed to get the
distributional similarity. DISCO has two main similarity measures DISCO1 and DISCO2; DISCO1 computes the first
order similarity between two input words based on their collocation sets. DISCO2 computes the second order similarity
between two input words based on their sets of distributionally similar words. DISCO supports many languages such as
Arabic, Czech, Dutch, English, French, German, Italian, Russian and Spanish. It also contains DISCO Builder which
allows creating a database of similar words from a text corpus. Table II shows the word spaces in both Arabic and
English languages.

SEMILAR is a java toolkit that offers users, researchers and developers, easy access to fully-implemented semantic
similarity measures in a single package through both a GUI-based interface and a library. The core component of
SEMILAR is a set of text-to-text semantic similarity methods. All methods are implemented to handle both
unidirectional similarity measures as well as bidirectional similarity measures. It has many important features like easy
data management, preprocessing, lexical and syntactic feature extraction, visualization and performance reports. Besides
automated ways for assessing the semantic similarity of texts, the toolkit offers facilities for manual assessment by
experts. This component is called SEMILAT, the SEManticsimlLarity AnnotationTool. Table III shows the corpus-based
measures in SEMILAR package.

TABLE III
WORD SPACES

Language Word Space Name Corpus Size
Arabic ar-general-20120124 188 million tokens
English enwiki-20130403-sim-lemma-mwl-Ic 1.9 billion tokens
English enwiki-20130403-word2vec-Im-mwl-lc-sim 1.9 billion tokens

TABLE IIT

SEMILAR CORPUS-BASED MEASURES
Measure Model Size

Wiki Models From 127 MB to 2.64 GB
TASA Models From 60 MB to 185 MB
17.5 MB
1.06 GB

Latent Semantic Analysis (LSA)

Latent Dirichlet Allocation (LDA)
Pointwise Mutual Information (PMI)
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C. Knowledge-Based Similarity

Knowledge-based similarity is a semantic similarity measure that determines the degree of similarity between words
using information derived from semantic networks. WordNet is the most popular semantic network in the area of
measuring Knowledge-Based similarity between words. Knowledge-based similarity measures can be divided roughly
into two groups: measures of semantic similarity and measures of semantic relatedness. Semantically similar concepts
are deemed to be related on the basis of their likeness. Semantic relatedness, on the other hand, is a more general notion
of relatedness, not specifically tied to the shape or form of the concept. In other words, Semantic similarity is a kind of
relatedness between two words. It covers a broader range of relationships between concepts that includes extra similarity
relations such as is-a-kind-of, is-a-specific-example-of, is-a-part-of, is-the-opposite-of. There are six measures of
semantic similarity; three of them are based on path length: Path (path), Leacock &Chodorow (Ich) and Wu & Palmer
(wup). The other three measures are based on information content: Resnik (res), Lin (lin) and Jiang &Conrath (jen) [10].
Knowledge-based measures are available for English language only. Table IV shows the most widely used tools that
support knowledge-based similarity measures.

TABLE IV
KNOWLEDGE-BASED MEASURES
Package Programming Language
WordNet::Similarity [11] Perl
WS4J [12] Java
NLTK [13] Python
SEMILAR [8] Java

3 SIMALL

The main feature of SimAll is collecting all discussed types of similarity into a single tool. SimAll is implemented using
java programing language. 61 algorithms are included; these algorithms are derived from four previously explained
packages: SimMetrics, SEMILAR, Disco and WS4J. All similarity measures are normalized to output similarity value
between 0 and 1. The other features are applying preprocessing modules, supporting different granularity of similarity
methods, combining multiple measures from different similarity categories and enabling users to build their model using
different machine learning algorithms.

SimAll supports both Arabic and English languages. Tokenization, part of speech tagging and parsing are available using
Stanford NLP package [14]. Khoja’s [15] and Porter’s [16] stemmers are used for Arabic and English languages
respectively. Stop word removing module is also available using predefined stop word lists.

SimAll supports different similarity levels: word to word, sentence to sentence, paragraph to paragraph and document to
document. Furthermore, any number of text pairs can be arranged into two column spread sheet to apply any similarity
measures separately or in a combination.

Combining similarity measures is applied by defining a new fusion function; the user should configure three steps to
create his/ her fusion function. The first step is to choose the similarity algorithm(s) and assign manually a similarity
scale or weight for each algorithm; the scale is a floating value between 0 and 1 which reflects the relative importance of
each algorithm in a combination function. The second step is to set the operators among the selected similarity measures;
the available operators are MAX, AVERAGE and SUM. This means that the final similarity value will be obtained by
selecting the maximum similarity value of all selected algorithms, average similarity values among all selected
algorithms or the sum of each obtained similarity values. While using the SUM operator; the final similarity value may
exceed laccording to the scaling of each algorithm. The final step is to select the preprocessing method; predefined set of
preprocessing modules are available as discussed in this section.

A useful option is added to SimAll which is enabling users to train a predefined similarity values or any target classes to
build a new model or to define the scaling weight of each algorithm automatically. WEKA [17] machine learning
algorithms are ready to use within our tool.

4 SHORT ANSWER GRADING (SAR)

Automatic Scoring (AS) systems address evaluating a student’s answer by comparing it to model answer(s). AS
technology handles different types of students’ responses such as writing, speaking and mathematics [18]. Writing
assessment comes in two forms: Automatic Essay Scoring (AES) and Short-Answer Scoring. Speaking assessment
includes low and high entropy spoken responses, while mathematical assessments include textual, numeric or graphical
responses. AS Systems are easily implemented for certain types of questions, such as Multiple Choice, True—False,
Matching and Fill-in-the-Blank. Implementing an automatic scoring system for questions that require free text answers is
more difficult because students’ answers require complicated text understanding and analysis. Gomaa and Fahmy tested
the task of SAR using SImALL through three articles [19,20,21].
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In [19] short answer grading task is handled from an unsupervised approach which is bag of words. The used data set
contains 81 questions and 2273 student answers about data structure course in English language. The proposed model
tested through three stages: The First stage was measuring the similarity between model answer and student answer using
13 String-Based algorithms. Six of them were Character-based and the other seven were Term-based measures. The best
correlation values achieved using Character-based and term-based were 0.435 and 0.382 using N-gram and Block
distance respectively. The Second stage was measuring the similarity using DICSO1 and DISCO2 Corpus-based
similarity. Discol achieved 0.465 correlation value using the max overall similarity. The Third stage was measuring the
similarity by combing String-based and Corpus-based measures. The best correlation value 0.504 was obtained from
mixing N-gram with Discol similarity values.

In [20] the authors focused on applying multiple similarity measures separately and in combination. Many aspects were
introduced that depend on translation to overcome the lack of text processing resources in Arabic, such as extracting
model answers automatically from an already built database and applying K-means clustering to scale the obtained
similarity values. Additionally, this research presented the first benchmark Arabic data set that contains 610 students’
short answers together with their English translations. Questions presented in the data set cover one chapter of the official
Egyptian curriculum for Environmental Science (ES) course. This research presents a system that automatically scores
each student’s answer (for 610 answers) with 536 different runs: 256 of the runs used String-Based Similarity, 64 used
Corpus-Based Similarity, and the other 216 used Knowledge-Based Similarity measures. For each run, the Pearson
Correlation Coefficient (r) and the Root Mean Square Error (RMSE) were computed. The best r and RMSE values were
0.83 and 0.75 respectively.

In [21] a new short answer benchmarking data set called Philosophy was presented; it contains 50 questions with 12
answers per each with total number of 600 answers. Model answer for each question is divided to set of elements; each
element may contain Section(s) and Sub Section(s) with certain mark for each. Assigning a certain mark for each section
and subsection helped in scoring either by comparing student Answer to model Answer as a whole or partially and finally
providing useful feedback to students depending on the description of each Section and Sub Section. Fourteen String-
Based and two Corpus-Based similarity algorithms were experimented through two models. The first model (Holistic
Model) measured the similarity between the complete form of student answer and model answer without dividing the
student answer and ignoring the partition scheme of model answer. The second model (Partitioning Model) automatically
divided student answer into set of sentences using sentences boundary detection templates based on regular expression,
then it mapped each sentence to the highest similarity element of model answers. Partitioning model achieved better
results than holistic model in all cases although simple sentence boundary detection templates were used. Combining
multiple similarity measures enhanced both the correlation and the error rate values. An interesting research point was to
benefit from the combination of similarity algorithms in reducing the total required time of measuring the automatic mark.
Applying String-based measures to map each sentence in student answer to each element in model answer obtained
similarity reduced the elapsed time to the sixth which is considered real achievement. Also this combination paved the
way to multithreading approach which accordingly decreased the elapsed time. Providing students with useful feedback
was introduced; this module was performed by selecting four thresholds according to K-means clustering. These
thresholds defined the range of each type of feedback comments. The accuracy of feedback module was promising
especially for the two extremes "Wrong Answer" and "Correct Answer" types.

5 CONCLUSIONS

The different similarity approaches are explained in this article. Text similarity algorithms are classified into three
categories: string-based, corpus-based and knowledge-based. Also the most widely used similarity tools are described. A
new tool named SimAll is introduced; the tool offers many useful features such as: grouping 61 different similarity
algorithms into a single tool, enabling users to use these algorithms separately or in a combination, supporting both
Arabic and English languages, applying different preprocessing modules, handling different granularity of similarity
methods and building customized models based on machine learning. SimAll was used in three different case studies of
short answer grading task.
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Abstract—Mental illness is any disease that affects person’s thoughts, behavior, and feelings. It is a serious threat on people
and society as well. Due to the risk of mental illness, the researchers seek to discover original methods to collect informative
data representing how the person thinks and behaves. They found the person’s language to be one of the most essential factors
to define the susceptibility of a mental illness. Recently, social media networks are considered as sources of data that can be
used to collect a fair combination of a person’s language and to realize his behavior. The purpose of this survey is to shed light
on recent researches of detecting a mental illness using language analysis on social media networks with summarized details.

Keywords: Natural Language Processing, Social Media Networks, Mental Illness

1 INTRODUCTION

Many millions suffer from mental illness conditions such as depression, Post-Traumatic Stress Disorder (PTSD), anxiety
disorder and phobia; however, a lot of them don’t obtain appropriate curing. That’s because the recognition of people
who suffers from a mental illness became a challenge. The problem is those battling with a condition don’t explicitly ask
for help, they are afraid of social participating, or they can’t recognize their symptoms. That causes a lack of data which
is one of the main obstacles in front of the researchers in this field and raises the need for a reliable source of informative
data [1], [2].

Fortunately, proven by psychology researches, Language is a fundamental key to detect a mental illness condition. It
indicates how a person thinks, feels, interacts with others and captures any transformation in a person’s mental state [3],
[4].Here comes the role of social media networks as a great source of textual data along with other personal data such as
age, gender, and connections. Social media networks as Facebook and Twitter become an alternative window on people’s
emotions, interactions, behavior and even mood swings through the day. Given those information, many researchers
investigate the usage of social media networks to detect a mental illness [5].

In this paper, an overview has been done for the recent researches on using social media networks language to detect a
mental illness condition per various measurements. Then a conclusion will be given to help in improving further
researches in this field.

2  OVERVIEW ON MENTAL ILLNESS DETECTION RESEARCH

In this section, six works are discussed. The aim was to detect a specific mental illness based on language analysis. The
potential of language analysis to indicate behavioral and emotions changes was proven. The methods are discussed based
on dataset creation, feature extraction techniques, classification methods, and experimental results. They are [1], [6], [7],
[8], [9], and [10].

De Choudhury et al. [1] used Twitter data to detect clinical depression in individuals. Crowd sourcing was used to get a
collection of Twitter users who reported that they were diagnosed with depression. Using the patients’ social media
postings over a year after the report of being depressed, Behavioral attributes were measured relating to social
engagement, emotion, language and linguistic styles, ego network, and mentions of antidepressant medications. Then,
behavioral cues were leveraged to build a statistical classifier that provided estimates of the risk of depression before the
reported onset.

Coppersmith et al. [6] measured PTSD using Linguistic Signals extracted from tweets. A log-linear classifier was trained
on the linguistic features to determine the differences in language usage between PTSD users and the general population.

In [7], Detection of depression, PTSD, and control users -who have neither of those conditions- was done using their
Twitter data. Binary logistic regression classifiers with Elastic Net regularization were trained to classify three types of
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users: Depressed vs. Control, Depressed vs. PTSD, and PTSD vs. Control. The classifiers were trained using features
such as: age, gender, personality, emotions, and textual features.

In [8], statistical and machine learning methods were used on data collected from an online depression community to
distinguish posts made in low versus high valence mood, in different age categories and in different degrees of social
connectivity.

Brideanne et al. [9] examined whether the level of concern for a suicide-related post on Twitter could be determined
based on the content of the post, as judged by human coders and then replicated by machine learning. Using human
coded data, machine learning methods were applied to develop a text classifier that could automatically distinguish
tweets into three categories of concern. suicide-related tweets were classified as ‘strongly concerning’, ‘possibly
concerning’ and ‘safe to ignore’.

In [10], the results of a web-based questionnaire results were used as ground truth data for measuring degree of
depression of Japanese Twitter users. Features were extracted from the activity histories of Twitter users. Using those
features, SVM was tested estimating the presence of active depression. Experiments showed that features obtained from
user activities can be used to predict depression of users with an accuracy of 69%, topics of tweets are useful features,
and approximately two months of observation data were enough for detecting depression.

3  MENTAL ILLNESS DETECTION ASPECTS

In this section, we are going to discuss the aspects used in the above works. These aspects include dataset creation,
feature extraction techniques, classification methods, and experimental results as follows:

A. Dataset Creation

De Choudhury et al. [1] applied crowd sourcing to collect labels that were taken as ground truth data on the presence of
depression. It’s an efficient mechanism to get access to behavioral data from a varied population. It is less time
consuming and inexpensive [11]. Then, Amazon’s Mechanical Turk interface was used to design human intelligence
tasks (HITs) wherein who participated were asked to take a standardized clinical depression survey. A final dataset
consisting of 476 users was formed, it contained 171 users who were positively depressed (positive class); and 305 users
who were negatively depressed (negative class). Then, a total number of 2157992 Tweets were collected from the users’
profiles.

While Coppersmith et al. [6] accessed a huge collection of data from the Twitter keyword streaming API, wherein
keywords were picked to concentrate on health topics. A regular expression was used to look up statements in which the
user self-reported being diagnosed with PTSD. Next, the 3200 most recent tweets posted by each user were retrieved via
the Twitter API. After filtration, 244 users were marked as positive examples of having PTSD. This process was repeated
for a randomly selected group and after filtration, 5728 users as negative examples.

Preotiuc-Pietroet et al. [7] built a dataset of Twitter users who self-reported to suffer from a mental illness, specifically
depression and PTSD. This dataset was originally initiated in [12]. The reports are collected by searching a huge Twitter
data for disclosures using a regular expression. Selected users were filtered manually and then all their most recent tweets
were continuously crawled using the Twitter Search API. The final set consisted of 370 users with PTSD, 483 with
depression and 1104 control users; each one of them had 3400.8 messages on average.

In [8], data was crawled from depression.livejournal.com which offers a list of 132 predefined moods for bloggers to tag
to their posts. Three sub-corpuses were created based on mood valence, age and social connectivity of users as follows:
Valence based corpus consisted of 400 posts, age based corpus consisted of a set of 500 young users and a set of 500 old
users. Social connectivity based corpus contained three corpora which were built based on the extreme numbers of
followers, friends, and community membership.

In [9], a collection of suicide-related tweets was used. It was extracted using Twitter's Application Program Interface
(API). Tweets were stored in a data coding tool developed by the Common wealth Scientific and Industrial Research
Organization (CSIRO). Also, human coding was used to determine the level of concern within the suicide-related tweets.
As a result, 14,701 tweets matched the suicide-related search terms divided as: 2000 (14%) were randomly selected for
human coding. A total of 9% (n = 178) of data was discarded or known, and thus excluded. When data sets A and B were
combined, 14% (n = 258/1822) were coded as ‘strongly concerning’, 57% (n = 1030/1822) ‘possibly concerning’, 29%
(n =534/1822) were coded as ‘safe to ignore’.

In [10], crowd sourcing was applied to collect labels that were taken as ground truth data on the presence of depression.
Questioners were taken by Japanese-speaking volunteers then the activity histories were collected through the Twitter
application programming interface (API). The result was, data about 209 experiment participants (male: 121; female: 88)
aged 16 to 55 (mean: 28.8 years; standard deviation: 8.2 years) were analyzed and at most 3,200 tweets were collected
for each participant.
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B. Features Extraction Techniques

The first work [1] depended on five major features: user engagement, language, emotions, linguistic style, and ego
network. User Engagement included five measures which are driven from: the volume of posts per day, the proportion of
replies per day, the fraction of retweets from a user per day, the proportion of links/question-centric posts per day, and
insomnia index. Language was defined based on two features: depression lexicon and Antidepressant usage. Emotions
included four measures: positive affect, negative affect, activation, and dominance. That was determined using Linguistic
Inquiry and Word Count (LIWC) [13], wherein emotion categories were scientifically validated to perform well for
determining affect in Twitter. Linguistic style: LIWC was used to determine 22 specific linguistic styles. Ego network:
an egocentric social graph was constructed to determine the strength of connections of a user on twitter. It’s based on the
user, friends and friends of friends on the entire network.

The second work to be discussed [6] used four features: Tweets as words and strings of characters and LIWC output.
Words and characters from tweets were used to train a unigram language model (ULM) and a character language model
(CLM). LIWC was used to calculate the proportion of tweets that scored positively by each LIWC category. These
proportions are used as a feature vector.

While in [7] four major features were used: age, gender, personality, emotions and textual features. Age, gender and
personality were obtained using Automatic personality assessment introduced in [14]. Emotions: expressions were
characterized per two measures; affect (from positive to negative) and intensity (from low to high). Textual features: 64
different categories were built based on LIWC, including different parts-of-speech, topical categories and emotions.
Thereby, each user was represented as a distribution over these categories. Also 1-3 grams and 2-3 grams were used. To
reduce dimensionality, they used a set of 2,000 clusters introduced in [14] obtained by applying a popular Bayesian
probabilistic modeling tool which is Latent Dirichlet Allocation (LDA) [15].

In [8], two features were used to characterize blog posts: topic and language style. Topics were extracted using LDA as
50 topics were used. Language style is captured using the LIWC, it returned 68 psycholinguistic categories, such as
linguistic, social, affective, cognitive, perceptual, biological, relativity, personal concerns, and spoken.

In [9], three representations of features were used. First each tweet was represented as a vector of features using the
Scikit-Learn toolkit [16]. In which all words occurred in the dataset became features. Second, the weighting Term
Frequency weighted by Inverse Document Frequency (TFIDF) was used instead of the simple frequency. Third, a variant
of the TFIDF was used as an attempt to remove words with little information that occurred above a threshold for
document frequency such as words like ‘the’ and ‘of” would be removed from the feature. Those representations were
referred to as “freq”, “TFIDF”, and “filter”.

In [10], three major sets of features were used: the frequencies of words in a tweet, the topics of the tweets, and the ratio
of positive and negative words in the tweets. Additionally, some features from [de] were used, as the user’s timing of
tweets, frequency of tweets, average number of words, retweet rate, mention rate, ratio of tweets containing a uniform
resource locator (URL), number of users being followed, and number of users following are used as features independent
of the content of the tweet.

C. Classification Methods

De Choudhury et al. [1] investigated supervised learning to build classifiers to predict depression in the two classes;
positive and negative. Principle component analysis was used to avoid over fitting. After comparing different binary
classifiers, the best performing classifier was Support Vector Machines (SVM) with a radial basis function (RBF) kernel
(1], [17].

Coppersmith et al. [6] depended mostly on n-grams models as three methods were applied: unigram language model
(ULM). Also, a log linear regression model was trained using the proportion of tweets by each user that scored positively
by each of LIWC categories of PTSD.

Preotiuc-Pietro et al. [7] trained a binary logistic regression classifier with Elastic Net regularization. The model was
trained using variable combinations of features which lead to achieve variable results depending on what features were
used in training.

In [8], the least absolute shrinkage and selection operator (Lasso) [18] was performed to do logistic regression using
topics or LIWC categories as features. Positive and negative weights were assigned to features indicating the importance
of each feature in the prediction. Ten-fold cross validations were produced on the training data to estimate the prediction
model and accuracy is used to evaluate the performance of the classification.

In [9], two machine learning algorithms for text classification were tested: SVM and Logistic Regression.

In [10], Machine learning classifiers were constructed with SVM for estimating the presence of active depression, and
their classification accuracy was evaluated by 10-fold cross validation.
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D. Experimental Results

In [1], using dimension-reduced features with SVM was the best performing model that yielded an average accuracy of
~70% [1].

Second, the classifiers used in [6] were evaluated via leave-one-out cross validation setting in both a balanced and a non-
balanced dataset. That validation provided maximum training data while evaluating every user in turn. Various operating
points were obtained by changing the threshold of the classification. The best result was obtained from using ULM, then
CLM and finally LIWC.

Finally, in [7], while Gender is weakly predictive of any illness, Age is highly predictive for PTSD classification.
Personality alone resulted in very good mental predictive accuracies, reaching over 0.8 receiver operating characteristic-
area under the curve (ROC AUC) for classifying depressed vs. PTSD, but Average affect and intensity achieve modest
predictive performance. The highest predictive performance was reached using textual features. It obtained 0.819 ROC
AUC for classifying Depressed vs. PTSD, 0.859 for classifying Depressed vs. Control, and 0.917 for classifying PTSD
vs. Control.

In [8], the best is with the classification of blog posts into low and high valence mood using LIWC categories as
predictors, achieved an accuracy of 78.32%. The result in other classifications achieved an accuracy of approximately
60%.

In [9], the training set consisted of 90% of data points and the testing set was the remaining 10%. Two machine learning
algorithms for text classification were tested: SVM and Logistic Regression. The classifiers were tested with each variant
of the feature space (“freq”, “tfidf”, and “filter”’).Using cross-validation, the average accuracy when the training set is
divided into 10 “folds” or subsets was assessed. The total number of tweets used in the training and testing was 1820: Set
A=829 (training: 746, testing: 83) and Set B=991 (training: 891, testing: 100).The accuracy was raised when sets A and
B were combined resulted in 76% accuracy. A precision score of 80%was found for ‘strongly concerning’, 76% for
‘possibly concerning’ and 75% for ‘safe to ignore’.

n [10], three models were used with the SVM classifier as the 10-topic model (Model 1); a model using the features
positive, negative, tweet frequency, RT, URL, followee, and follower (Model 2); and a 10-topic model including the
features positive, negative, tweet frequency, RT, URL, followee, and follower with the highest estimation accuracy from
the previous section (Mode 3). Using 10-fold cross validation to evaluate accuracy, the highest accuracy was achieved
when using tweets from the recent 8 weeks, and the presence of active depression can be estimated by Model 3 with 69%
accuracy.

The final comparison between the six works is shown in Table 1.

TABLEI
FINAL COMPARISON BETWEEN THE SIX INTRODUCED WORKS
Title Task Dataset Feature Extraction | Classification Experimental Results
Creation Techniques Methods
Predicting Predicting depression | Tweets User engagement SVM Accuracy:
Depression via Crowd sourcing | Language 70%
Social Media to collect data Emotions
(2013) labels Linguistic style
Ego network
Measuring Post Detecting Tweets Linguistic and Log Linear Unigram Language
Traumatic Stress PTSD Regular textual features Regression Model>Character
Disorder in Twitter expression to Language Model>LIWC
(2014) find self-reports
The Role of Classifying depressed | Tweets Age Logistic Area Under the Curve:
Personality, Age (D), PTSD and Regular Gender Regression 0.859 for C vs. D
and Gender in control users (C) expression to Personality 0.917 for C vs. PTSD
Tweeting about find self-reports | Emotions 0.819 for (vs. PTSD
Mental Illnesses Textual Features

(2015)
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Effect of Mood, Examining the effect | Posts from an Topics Logistic Accuracy:
Social Connectivity | of mood, social | online Language Style Regression 78.32% predicting low and
and Age connectivity and age | depression high valence
in Online on the depressed | community 60% for the other models
Depression users’ online
Community messages
via Topic and
Linguistic Analysis
(2014)
Detecting suicidality | Examining the level | Tweets Word Frequency Logistic Accuracy:
on Twitter of concern of suicide TFIDF Regression 80% for ‘strongly
(2015) tweets using human Filtered TFIDF SVM concerning’
coders and machine 76% for ‘possibly
learning concerning’
75% for ‘safe to ignore’
Recognizing Detecting depression Tweets Frequencies of SVM Accuracy:
Depression from Crowd sourcing | words 69%
Twitter Activity to collect data Topics
(2015) labels The ratio of positive
and negative words
Metadata

4 CONCLUSION

Upon discussing the six works, Language is found to be a major component in understanding others in means of
thinking, feeling, acting, and communicating, which is very useful to detect any transformation in peoples’ minds. Social
media networks are very powerful data source and can help in many fields of research. Over the presented methods, the
creation of the dataset was fair if the reports are real and accurate, which was proven by the applied results.

The use of statistical models to develop features vector leaded to good results, but that’s when given a very specified and
even average-sized dataset. Also, the used classifiers were SVM and linear regression classifiers, which have limitations
if working on larger amount of data, different types of words, and especially close classes which are hard to be
distinguished from each other. That led us to many open questions. How to ensure that the data collected is real? Would
real life surveys help to solve this problem? What if the dataset was much bigger and diverse? Will statistical models
provide good accuracy or the investigation of more advanced feature extraction algorithms is required? Finally, what
about the language itself? The presented methods processed on a specific language and can’t handle other languages, will
advanced machine learning tetchiness help in developing a model which is not data or language oriented? Pursuing the
answers to these questions will provide many exciting opportunities for mental health, natural language processing and
machine learning researches.
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Abstract— This paper uses linguistic cues to detect the elements of conspiracy in a large-scale corpus of Egyptian Tweets (2012-
2017). The study quantitatively identifies the hypothesized enemies in the Egyptian society through corpus-driven evidence.
Using linguistic and corpus tools to identify the aspects of the socio-political theory of conspiracy represents a measurable and
retrievable way for detecting a social phenomenon. The results suggest that the Egyptian society describes two types of enemies
or schemers: intra-societal and inter-societal adversaries. The perceived conspiracy, at the country level, is politically,
theologically and historically-driven. The inside schemers, however, are defined only on a political basis.

Keywords— Linguistic cues, Conspiratorial Ideation, Arabic ontology, Web-as-Corpus.
1 INTRODUCTION

Conspiracy theories allege that multiple actors are intentionally plotting to accomplish malevolent goals. Adopting a
conspiracy theory stance psychologically emanates from the individual desire to be secured within a group or the desire
to project a positive image of the social group [1]. Latent psychopathology, biased cognitions, psychological stress,
anxiety and individual differences in traits (such as thinking styles, political cynicism, and self-esteem) are promoted as
predisposing factors of adopting conspiratorial ideation, too. This paper evaluates the conspiratorial ideation by the
Egyptian folks on twitter both at the intrasocietal and intersocietal levels. Thus, it investigates the conspiracy elements in
which ‘Egypt’, as a country, is instantiated as a victim of a plot, and ‘the Egyptians’, as a society, are depicted as a
schemed-against party. For doing so, two lists of all countries and conspiracy-theory-ridden words are concordanced in
individual tweets (2012-2017).

2 THEORETICAL BACKGROUND

The controversial notion of conspiratorial ideation, or conspiracism, is variably defined among social
sciences and, even more, within the same domain. Despite the non-consensual definitions,
conspiracy, as a concept, is featured as a ‘hidden hand’ scheme. Identifying the ‘hidden hand’ and
the type of scheme are the main concern of conspiracy theories. The scheming hidden hand is usually
believed in by most of the folk in a society and it is always linked either to indoor plotters or outside
enemies [1].

Conspiracist ideation is associated with negative health, sociopolitical, and environmental
consequences. Thus, adopting conspiracy theories helps conspiracist to regulate levels of acute stress
by providing simplified, causal explanations for such distressing events. Recently manifested as a
major subcultural phenomenon, Conspiracism endorses skepticism regarding the reality of perceived
(mis)information. Popular contemporary examples include the theory that the September 11 attacks
were planned and carried out by elements within the American government [2]. Adopting the idea
that authorities are engaged in motivated deception of the public and disseminating a blind-hostility-
conception of a given group/nation, which is grounded in the stereotypy of the victimized subject,
are central to all conspiracy theories.

Highlighting that the Middle East is espousing conspiracism more than other nations, Gray [3] explains that the

Middle Eastern gap between leaderships and society stems not just from the crack between policy rhetoric and policy
implementation. However, the gap is a manifestation of minority governments, which remain a feature of some Arab
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states and the opaque neo-patrimonial networks that several leaders create around themselves to reinforce their positions
and enhance their reach into the institutions and social forces of politics. Examples include the reigning power (a) in
Syria, where an Alawi leadership controls a majority Sunni population; (b) in Bahrain, where a Sunni royal family
controls a majority Shi’a population, and in effect; and (c) in Lebanon, where a consociationalist quasi-democracy means
that no one group — Sunni, Shiite, Christian, Druze, or others — controls government, even if the Christians and Sunnis
have disproportionate power and influence over it.

3 RELATED WORKS

The present study conducts a linguistic corpus-driven analysis of the conspiracy theory. The study
venture semantic cueing of conspiracim into a mold similar to detecting deception linguistically.
Using linguistic cues to elicit psychological and cognitive information is a verified method. For
instance, Linguistic Inquiry and Word Count (LIWC), as a transparent text analysis a probabilistic
system, is created and validated. LIWC is that correlate words to psychologically meaningful
categories for analyzing what the cognitive load words may imply. Either content words, generally
nouns, regular verbs, adjectives and adverbs, or function words, pronouns, prepositions, articles,
conjunctions and auxiliary verbs, integrating words into an utterance reveals linguistic features. Such
features help investigators to analyze and conclude much about the non-disclosed message [4-7].
Jensen et al [8] demonstrate that quantity, complexity, certainty, immediacy, diversity, specificity,
affect are significant linguistic cues which can pinpoint the deceptive language.

Hancock, Curry, Goorha, and Woodworth [9] expanded these findings to study lying within pairs
of participants over instant messenger. They found that the people being deceived, the partners of the
participants lying, changed their language in response to receiving lies. There, a higher total word
count and more sense words, elaborating on the description of the deception scenario, are observed.
Motion, exclusion, and sense words all indicate the degree to which an individual. Using LIWC,
Newman et al. [10] have predicting deception from linguistic styles. However, LIWC, in spite of
scoring marvelous results, runs into several problems. These problems emanate from separating
words from the context they live in. Thus, irony, sarcasm, and idioms, with their due essentiality, are
difficult to be measured. Given this shortcoming, this study has replaced recruiting LIWC analysis
by running a corpus-driven supervised analysis of the Conspiratorial Ideation in the present Egyptian
Tweets.

4 METHODOLOGY

A. Data Collection

GOOGLE is used to compile a representative corpus using a search query as follows:

https://www.google.com.eg/search?q=countryl+egypt+site:http://twitter.com/&Ir=langar&hl=en

-EG&asqdr=all &ths=Ir:langlar&year=2012:2017.

After normalization and cleaning of the extracted tweets, a corpus of 3,442,640 tokens and
18,050,423 word types was compiled. All original tweets are correlated to a random sample of
ordinary individuals. Moreover, organizational Twitter IDs are identified. Their tweets are then
omitted because they profess an institutional voice. The data is normalized and cleaned to be
uploaded onto Sketch Engine [11] for further processing.

B. Data Processing Software

After compiling a corpus of the collected snippets, the data is analyzed using Sketch engine, an
online tool for processing corpora, where concordance lines have been extracted. In order to attribute
the driven data to the framework of the conspiracy theory, inclusion criteria are defined, for every
tweet, to imply intentional deception, view a general action and to promote a topic
justification/subjective interpretation/drawn conclusion.

This paper assigns, therefore, a biphasic method. First, the concordance lines are annotated, for
defining the Egyptian conflicts with other countries, and conspiratorial words are labeled. The
concordance of conspiracy-related countries is further categorized to capture the linguistic cues
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denoting the conspiracy theory and determine the type of the presupposed ‘scheme’. Second, the
collected specific conspiracy-laden words are enriched using synonyms. That is to say, for detecting
the ‘enemy within’ and the ‘enemy outside’, a concordancing lexicon-based list of linguistic cues is
applied corpus to identify the ‘enemy within’ parties and the type of scheme, at the intersocietal level.

5 RESULTS AND DISCUSSION

Phase one included annotating the contemporary description of the international relation of Egypt
in the studied tweets. The annotation was primarily labeled as union, conflict or not applicable. By
sorting out the irrelevant data, conflict-expressing tweets were then analyzed to define the alleged
subject of the conflict, which should justify the conspiratorial ideation, the domain or the channel
that inherit such a conflict as well as the hypernym of such a domain (Table 1).

TABLEI

TWEETERS’ CONSPIRATORIAL IDEATION AT THE COUNTRY LEVEL
Country (Enemy Outside) Alleged Subject of Dispute Domain Hypernym
Angola Islamophobia Religion Belief
Iran Islamophobia Religion Belief
Algeria Shiite Religion Belief
Denmark Islamophobia Religion Belief
The Netherlands Islamophobia Religion Belief
Yemen Houthis Religion Belief
Germany Internal affair Democracy Social relation
Italy Internal affair Democracy Social relation
Uganda The River Nile Geopolitics Social relation
Saudi Arabia Island of Tiran & Sanafir (Straits of Tiran) Geopolitics Social relation
Turkey Ikhwan Theopolitics Social relation
Uzbekistan Internal affairs Theopolitics Social relation
Qatar Internal affairs Theopolitics Social relation
Somalia Turkey Military Force
Eritrea Military base Military Force
Israel Military Invasion Military Force
Jordan Israel Military Force
Iraq Daesh Military Force
Libya Daesh Military Force
Spain Muslim Caliphates History Noesis
Albania Albanian Kings of Egypt History Noesis
China Commodities economy Human Activity
The United Arab Emirates Funding Ethiopia’s Dam Economy Human Activity
Sudan Fund Appeal Economy Human Activity

The commonest disputes were linked to (Sunni) Islamophobia, internal affair, the River Nile,

straits of Tiran, Ikhwan, Turkey and military threats. By categorizing these subjects, domains of
interest have turned to be Geopolitics, Theopolitics, religion, history and military interventions. All
hypernyms of such domains did belong to abstraction, psychological features. The only exception
was dispute over economic encounters. The hierarchical hypernym of such an activity was human
activity. That is to say, the Egyptian folks care the most, in communicating internationally, about the
integrity of beliefs and guard the earning of living. Figure 1 visualizes the described imminent threats
at the folkloric perception level.
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Figure 1: Mapping the ‘enemy outside’ according to the ideation of the Egyptian tweeters (2012-2017).

Similar to the recognized multiple enemies are the multiple types of scheme or conspiracy. The Egyptian society, as
reflected in the corpus, distinguishes political, historical, religious and military schemes from each other. Categorizing
enemies depends on the type of conflict or conspiracy, whether in the real world or in the imaginary one. The assumed
conspiracy between Egypt and Albania dates back to the era of Muhammad Ali. Still, Egyptian tweets blame Albania for
conspiring against the Egyptian history and modern civilization. Some conspiracies, marked in the Egyptian society, are
related to virtual conflicts with all Arabs. For instance, Egyptian Twitter users, offended by the Spanish celebration of the
end of the Arab ruling, identify Spain as a conspirator against Egypt, as an Arab country, and portray the element of this
claimed scheme. Although there evinces no shred of evidence of conspiring against Egypt, it is difficult to dissuade a
conspiracist from such a belief.

More frequently than the conspiratorial ideation of the historical background, some of the deeply-rooted conspiratorial
ideations in the Egyptian society have political and military bases, such as the Israeli conspiracy. Recently, Libya, Syria
and Iraq are represented as schemers against Egypt. Furthermore, this classification is not related to these neighboring
countries themselves. This ‘enemy outside’ labeling is geopolitically-driven because such countries represent a seeding
territory for the ramifying ISIS terrorist group.

Banking on some inductive semantic words that connote the meaning of conspiracy, such as — S8 — Cl/ANLE — 5 jal 30
SRS -l ga Amade gy ad e atos 8 bootstrapped tweets were manually annotated. Results how that the alleged
conspiracism at the intersocietal level, political corruption, caused by Islamist, opportunist, governor-citizens hiatus, lack
of moral codes, which imposed injustice and immorality, as well as the inability to trust the Other’s motivation, either
because of their vague acts or because of the perceiver’s inadequate perspicacity, are main routes upon which the
Egyptian conspiratorial ideation orbits. The following are representative concordance lines that demonstrate so.
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Al AR, 5l ol 5 ldle Sy o Ul
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All in all, table 2 classifies the ‘enemy within’ according to the cognition of the Egyptian tweeters. The Egyptian mass
media and the high-order authorities are accused of intentionally deceiving the public. Next to these, the Egyptian
citizens are themselves blamed for being the absolute threat on Egypt. Theocrats, Daesh (ISIS), pro-regime opportunists

and moral decay are also blamed for the devastating dystopia we live in.

TABLE 2

TWEETERS’ CONSPIRATORIAL IDEATION AT THE INTEROCIETAL LEVEL

The conspiring enemy Percentage (%) | Translation Categorization

s padl DY) 21 Mass Media Communication channel
Aaly Jyal 17 The General Field Marshal/President
Cppadll 12 The Egyptians Citizens

Ol sy 10 Ikhwan Heterodoxy

Al 9 Theocrats Theologians

el 6 Daesh (ISIS) Militia

Al all 5 Pro-regime Deceiver

@il 5 Bribe Vice

o I 4 Mediation Vice

LA 3 Traitors Deceiver

Opaes 3 Hamdeen Political figure

Ll g 55 2 Opportunists Improbity

A 50 2 Delusion Vice

Se A 1 Khaled Ali Political figure

Characteristic to linguistic cueing is the use of stylistic and syntactic patterns, which may provide insights into a person’s
thinking style, such as complexity of thought. For example, “think,” “understand,” “realize” are casual keywords that
describe a person’s developed creed. In our studied corpus, the phrase ¢! &3 <y has proven effective in cueing
conspiracy-based thoughts.

Ol s Casall e g i I Galy Sl se abac b g 4 Uad I Gl AN s Laa Sl o) 81 il
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The deduced linguistic cues denoting conspiracy are syntactically and semantically instantiated. Semantically, as — 3_xl 3«
DS -l ) g SAagdd el -y s b — A l/AlGLS) which are frequently recruited, represent key markers of the
conspiracy theory. At the syntactic level, conditional structures are identified as scaffolding of conspiracy elements. To
demonstrate, the ‘enemy inside’ is typically instantiated in the syntactic pattern [Syntactic cues (if only)/ (mal (Asla jas
). Ironically, the filler of the ‘enemy inside’ slot is, in many cases, ‘the Egyptians’. The boundaries between the victim
of the conspiracy, supposedly Egypt and the Egyptians, and the plotter, recently the Egyptians, is blurring in the society.
Thus, the ‘enemy inside’ moves beyond the traditional blaming of institutions or governments, in a society, to a more
contradictory, and even irrational, level in which the members of the one society are hypothesized to scheme against each

other.
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Further removing the border lines between the ‘enemy inside’ and the ‘enemy outside’, many subordinating syntactic
patterns link schemers at the country level to schemers at the intersocietal level. The ‘enemy outside’ is believed to be
supported by the ‘enemy inside’ forming a whole of multiple enemies. This shifts the danger of powerful ‘outside

enemy’ to the allied forces of ‘within-outside union’.

6 CONCLUSIONS

the linguistic corpus-based detection of conspiratorial ideation is proved to be successful in capturing the schemer and
the scheme aspects of the conspiracy. The linguistic cues denoting the conspiracy are most salient in the semantic and
syntactic levels. The conspiracy perceived in the Egyptian society is multidimensional. It has political, religious,
historical and military aspects. However, the most significant level is the religious one. Most of the outside enemies,

139



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

present in the cognition of the Egyptian society, are plotting against Egypt for religion-based reasons. The inside plotters,
however, are believed to conspire against Egypt for political reasons. Egypt is believed to be sandwiched by several
enemies that wish to destroy the integrity of the Egyptian history, economy, social life and armed forces. This assumed
inside and outside conspiracy reflects a state of insecurity regarding both the individual position in the society and the
group position among other societies.
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Abstract—this paper present a methodology forrule based bottom up parsing technique for Modern Standard Arabic
(MSA) in Context Free Grammar (CFG) formalism in Phrase Structure Grammar (PSG) representation, where the
grammar is automatically extracted from an annotated corpus. The used grammatically annotated corpus is Penn Arabic
Treebank(PATB)and for algorithm implementation Natural Language Processing Toolkit (NLTK).Furthermore, the
extracted CFG is further transformed into Probabilistic Context Free Grammar (PCFG) that could be used in a hybrid
approach, which is also calculated automatically. The parser showed that automatic extraction of grammar improved the
grammar building phase in both coverage of structures and time needed, but still needs further manual constrains
addition. Automatic extraction of grammar is able to enhance rule based grammar parsers and it will enable linguists to
start a competitive challenge in front of statistical parsing.

Keywords: Observational Based Grammar - Automatic Grammar Extraction- Rule Based Grammar — Enhancing Arabic
Grammar Parsing

1 Introduction:
Parsing is responsible of determining the syntactic structure of an expression. Syntactic parsing is a vital step in any
Natural Language Processing (NLP) application.

Many attempts have been proposed to the study of syntactic structure analysis and generation, but only some of
them have been proposed to Arabic. Syntax is concerned with describing the logical sequence of sentence units.
Syntactic analysis process has been defined as —the process of analyzing a sequence of tokens to determine its
grammatical structure with respect to a given formal grammar. Parsing is used to refer to the process of building
automatically syntactic analysis of sentences according to a given grammar (Grune and Jacobs, 1990).The parsing
transforms input text into a data structure, usually a tree, which is suitable for later processing and which captures
the implied hierarchy of the input, where different grammatical frameworks have been proposed (Al-Daoud and
Basata, 2009).

2 Parsing Approaches:

Three main approaches are recognized for parsing: the linguistic rule based approach, statistical approach and hybrid
mixture of the two. The first linguistic approach uses lexical knowledge and language rules in order to parse a
sentence. It is very promising approach but requires huge amount of work and time. On the other hand, statistical
approaches are based on statistics and probabilistic models. It is based on the frequencies of occurrences that are
automatically derived from corpora. It is known for fast development that saves time and effort but still has many
challenges due to the complexity of language infinite identity type, reflecting human mind. The third hybrid
approach integrates both of them, taking advantage of grammar rules robustness and statistical models fastness. This
paper extracts grammar automatically, for both rule based parsing in CFG and PCFG and uses the set of grammar
rules from them on further data.

3 Formal LanguageCFG and Rewrite Rules:

In both mathematics and linguistics a formal language is a set of strings of symbols that may be constrained by rules
that are specific to it. It is used as an agreed language to describe some knowledge of certain kind of data or to
define the relationship between elements (linguistic data) and their representation formally. For linguistics, one of

142



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

the commonly used formal languages is called CFG. CFG consists of a set of rewrite rules with certain categories of
terminal and non-terminal symbols defined by the linguist of the form A --> B, where A belongs to the set of non-
terminals and B belongs to the set of terminal or non-terminal symbols. CFG defines a formal relationship between a
set of possible texts and their representations. Using this language with any linguistic representation (dependency,
phrase structure or feature based) is able to supply a representation of sentences using these rewrite rules.

It is used to describe or define the sentences, whereas the representation combined with a certain linguistic theory
used as a procedure or instructions to be followed. This bundle of rules as well as the chosen approach of sentence
representation is called Generative Grammar.

(Sarkar, 2011) illustrated parsing issues, CFG as one, and stressed the important point that using CFG for the
syntactic analysis of natural language is very problematic. The grammar of natural languages is far too complicated
than just listing a set of rules; he described it as being similar to an acquisition problem. He also highlighted the
second problem of resolving ambiguity such as recursive rules.

However, this limitation has been reinforced by the addition of augmentation and features to rules. The sub
categorization features of the categories may also be added between brackets V [transitive] and sequence is
represented by order and sentence position by dash [- NP]. Sub categorization features is added to CFG as
appropriate restriction formal representation added to represent context.

4 Basic Search and Matching Strategies for Parsing:

Two basic approaches of Top-down and Bottom-up parsing, as other approaches are based on them. The start point
of handling the data is the first basic decision that needs to be taken in the parsing process. In top-down parsing, the
process starts from the most abstract point, in our case study of syntactic structure of PSG, it is the S and directs
towards the lowest level building the structure reaching words. On the other hand, in the bottom-up approach the
parsing starts at the lower level, which is words, and attempts to build upwards. In most real applications, the top-
down approach is commonly used with statistical parser whereas bottom-up is used with rule-based applications.
The recursive rules of rule-based applications with a large grammar and many potentially ambiguous sentences
predicts along with top down approach an infinite variety of possible structures. On the other side, using bottom-up
approach makes it possible to parse the hypothesis list faster as it goes upwards testing through a defined set of
restricted categories. Suppose the proposed grammar contains the following set of rules that are written in terms of
categories, taking into consideration that the lexicon also contains the words with their features attached,
a.S->NP-VP

b.S->NP-VP-PP

c. NP ->Det — N

d. NP >Det — Adj— N

e. NP ->Pron

f. NP ->Det — Adj — N — NP

g. NP ->Det — N — PP

h. PP -> Prep — NP

Looking at the number of possibilities using top-down technique along with these possibilities embedded in the
recursive rules the number of predicted structures is enormous even before consulting any word in the lexicon.
Bottom-up process less possibilities but does not consider a backtrack solution.
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Figure 1: Bottom-Up Parsing

5 Intuition Based Vs. Observation Based Grammars:

In order to formulate rules two main approaches have to be discussed, intuition-based grammars and observational
grammars (Aarts, 1991). The intuition based grammar was adopted by Chomsky, it is based on constructing
sentences and introspection. The second is based on actual texts taken as evidence to draw conclusions as corpus
linguists do.

Corpus provides empirical data and in case conjoined with a computational tool, it addresses issues that were
previously intractable, as not only it allows for quantitative analysis, but also investigation of structures embedded in
real discourse (Biber et al., 1998). Corpus have had opened new areas of research in grammar. It facilitates the study
of a single grammatical construction and obtains information about the usage of different grammatical constructions
and uses this information as the basis for writing a reference grammar (Meyer, 2004).

6 Grammar Development Strategies:

The rule-based grammar is usually built either with Manual Grammar Development, toy grammar, that needs a
skilled human team with a solid experience and knowledge in both theoretical linguistics and grammar formal
representation. The major problem is time and consistency of each rule represented. That‘s why different Grammar
Development Environment of software systems offer grammar writers incremental input, grammar editing,
browsing, searching and tracing or debugging. The other approach is Automatic Grammar Induction which is based
on Treebank*s, as the linguistic intuition is externalized into the annotation of the Treebank and the grammar. It is a
fast and cheap method (Kakkonen, 2007).

7 Related Works:

Some trials concentrated on rule based parser such as (Ouersighni et al., 2001) used Affixs Grammars over Finite
Lattices formalism to build Arabic morpho-syntactic analyzer. (Othman et al. 2003) used Unification Based
Grammar formalism. Some trials also concentrated on statistical parser such as (Tounsi et al., 2009) developed a
parser that learns from Penn Tree Bank (PTB) the functional labels to use it in Lexical Functional Grammar
formalism. (Ben Fraj, 2016) used PTB as a learning data in order to extract most common trees for syntactic
interpretation of new sentences with accuracy 89,85%. (Diab et al., 2007) used machine learning methods for
tokenization and part of speech (POS) tagging and base phrase chunking, it used 10% of the PAT corpus with F-
score of 96.33%.

As for Arabic and CFG(Al Taani, Msallam and Wedian, 2012) used CFG for designing a top down parser for simple
Arabic sentences with specific domain. They developed a precise description of Arabic grammatical sentences to
feed their parser with. The parser starts with word classification, rule identification then parsing. They mentioned
that it showed effective results for MSA sentences. They used simple sentences both verbal and nominal from real
documents, but for a specific domain with accuracy 70%. (Algrainy et al., 2012) implemented a parser that checks
Arabic sentence grammatical structure well-formedness. Their top-down parser scored average accuracy rate of
95%.
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It is obvious that each trail whether statistical or rule based has its own formalism, parser and even evaluation
metric; which causes comparison difficulty to researchers.

8 The PATB Corpus:

Treebanks are a collection of syntactically annotated sentences of a large amount of corpora. PATB is considered
the most usable Treebank that uses PSG and also available for Arabic. It is a syntactically annotated Treebank*s that
is vital for training parsers as well as finding constructions for any syntactic study, specifically development of
grammar based parsers.

The PTB project started in 2001 at the Linguistic Data Consortium and University of Pennsylvania. It offers two
types of conventions, the original constituency and a converted dependency representation in the Columbia Arabic
Treebank (CATiB), for many languages including Arabic. It consists of 23,611 parse annotated sentences from
Arabic newswire text in MSA. It is one of the most significant transitions of Arabic NLP as many researches and
tools for morphology and syntax, data-driven or rule based depended on it as a standardized source of annotated data
(Maamouri&Bies et al., 2004). Many of the significant Arabic NLP is based on it, the morphological analysis,
disambiguation, POS tagging and tokenization (Habash et al., 2005).

The version used is part three, version one that consists of, basically 600 stories from Al Nahar News Agency,
referred to as ANNAHAR. The stories are specified with a DOC ID along with date. The average number of words
per story is 567 and total word token is 340,281.

The corpus is first annotated with Tim Buckwalter’s lexicon and morphological analyzer to generate a list of
candidate POS tags for each word. The second step is manual choice from candidate tag (lexical category) along
with inflectional features and gloss and then automatic clitic separation and then parsing annotation of constituent
structure along with functional function categories for each non-terminal node. The main files that are vital are the
“.sgm” file that contains the raw corpus, the “.tree” file that has the parsed annotated corpus.

Features and Their Annotation:
Main Features of Penn Treebank Constituent tags:

S sentence

NP noun phrase

VP verb phrase

PP prepositional phrase

SBAR S-bar (subordinate clause, complementizer or WH- and sentence)
SBARQ  S-bar that is a question

SQ S that is a question

NX noun head in certain complex coordination contexts
PRN parenthetical

PRT particle

QP quantity phrase (multi-word numbers)

ADJP adjective phrase

ADVP adverb phrase

FRAG fragment

WHNP  WH- noun phrase

WHPP WH- prepositional phrase

WHADIJP WH- adjective phrase

WHADVP WH- adverb phrase

CONIJP  conjunction phrase (multi-word conjunction)

INTJ interjection

NAC Not-A-Constituent (mostly rightward moved conjuncts with conjunction)
UucCp Unlike-Coordinated-Phrase (dominates coordination of NP and PP, e.g.)
X unknown, technical problem, etc.
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9 Grammar Extractions and Parsing:

NLTK Framework:

NLTK is a python platform for building and testing NLP applications. It provides easy to use libraries based on
Object Oriented Model of programming. Its libraries are organized into packages of modules, classes and functions
that are easily used for different purposes such as classification, stemming, and tagging, parsing and semantic
reasoning. It also offers a powerful API documentation.

It is used in this paper as the platform that is responsible for reading the parsed corpus, extracting CFG and CFG
augmented with Features grammar, calculated probability for PCFG augmented with features productions
generation, drawing parsed trees representation, generating files of written extracted grammar both rule based and
probabilistic grammars and testing these extracted files on further data.

Algorithm:

The CFG class first identifies the non-terminal symbol as an object and then expands it to the right hand side. It
accepts a feature structure object, a grammatical category along with its features description in CFG representation,
which is used in a feature based grammar and equivalent to CFG but all non-terminals are feature-struct non-
terminal of feature based grammar in CFG augmented with features. This feature structure is important to represent
annotated data grammar of a parsed corpus. The grammar production maps a single symbol on the left to sequences
on the right.

It can construct a probabilistic production by creating another new object from the given start state and a set of
probabilistic productions. It takes the featured CFG productions and return featured PCFG production. A featured
PCFG consists of a start state and a set of productions with probabilities. The set of terminals and non-terminals is
implicitly specified by the production. Any given left hand must have a probability that sum to 1.

Table 1: Algorithm for Extracting Grammar with
Read Arabic Pen~ Preprocessing,
Treebank
Create o Parged CorpuzEeader.
Iterate over Parged Sentences,

Drow Jentences Treez (to check reader and zentences),
Extract Grammar Rulez and Leaxical Rules,

Wrile Than in o File,

Print Number of Sentences and Tokenz.

PCFG Jplit Data To Troining and Teating

Extract CFG Grammar and Lexicon
Add Probability on CFG

Write PCF(3'To o File

TestingUremmer: — Open and Read Extracted PCFG File
Openand Read CFG File

Create o Probability Parger to vze PCFG Extracted Grammar For Parsing Test
Sentences,

Create o CFG Paraer and Read Extracted FCFG Granunar For Parsing Test

Santences,
NLTK
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The Training Phase:

The training phase involves the usage of the parsed corpus to extract the grammar rules along with their features.
The corpus is divided into a training set and testing set. For training, a preprocessing phase is performed where each
annotated sentence is copied manually to a file, each sentence in a separate line. The combination of the features and
categories allows the training corpus to learn allocation of each word in the sentence as grouping of sequence of
labels, both features and categories, in the most probable syntactic group. The extracted grammar is saved to a file.

Rule: S --> (C1) (C2)
Cl--> (W1, W2)
C2 --> (W3, W4)
W -- > terminal word as written in raw text

Where S represents the sentence, C represents the constituent category non- terminal label and W represents the
word category along with their features. The first three rules are called grammar rules, whereas the last is a lexical
rule.

Examples of Extracted Rules:
Grammar productions (start state = S)
NP-SBJ-1 -> -NONE-
PP -> PREP NP
VP ->IV3MS+IV+IVSUFF_MOOD: I NP-SBJ-3 NP-OBJ NP-ADV
NP-OBJ-2 -> -NONE-
PUNC ->'"-LRB-'
S -> CONJ VP PUNC
S ->VP
IVSUFF_DO:1S -> 'ny'
NOUN+NSUFF_FEM_SG+CASE_INDEF_NOM -> 'mfAj>p'
NEG_PART ->'Im'
NP-OBJ -> DET+NOUN+CASE_DEF_ACC
NEG_PART ->"lA"
S -> NP-TPC-1 VP

s

’—r_?_,_n—\—__\—\

CONJ VP
w PRT IV3MS+\V+VSUFF_MOOD:J NP—|SB.I PP NP-PRD
NEG_PART ykn -NONE- PREP NP NOUN+NSUFF_FEM_SG+CASE_DEF_NOM NP
Im = mn NP PP mwAjhp NP CONJ
| T T
DET+NOUN+CASE_DEF_GEN PR‘EP NlP NUUN+NSUFF_FEM_‘PL*CASE_DEF_GEN NlP w  NOUN+N
Alshl Ely PRON|_3MS kAmyrAt DET+NOUN+CASE_DEF_GEN
h Altifzywn

Figure 2: Extracted Grammar and Lexical Items for a Part of a Sentence

Calculate PCFG:

NLTK could be used as well for constructing probabilistic models. Internally the library generates a descriptive
extraction vector for each word by its morphological features, both its category along with features. The vector is
completed by the appropriate syntactic class of the non-terminal constituent label. Each vector represent the corpus

in a tabular way which consists of the words sequence, represented in terms of features, and the return at the end of
it (vector 1: Det N ?, NP).
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The Testing Phase:

The testing corpus also contains a set of annotated sentences and same set raw un-annotated each in a line. Both
extracted PCFG and CFG grammar are used to analyze it. The parsing is generated in a file along with the tracing of
the steps.

10 Conclusions:

Automatic extraction of grammar improved rule based parsing in terms of coverage and time needed. Bottom Up
approach does not permit backtrack, Top-down may result in better solutions as it permits backtrack. Ambiguity will
be further refined with the addition of manual constrains, that could be studied from the as a benefit of automatic
extraction from the Treebank.
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Abstract—the structure of the sentence in Modern Standard Arabic (MSA) could be described through outlining a hypothesis, and
then it should be tested on authentic data in an automatic processing environment. In this paper, the data is syntactically analyzed by
Affix Grammar over Finite Lattices (AGFL) formalism. The output has been evaluated using a version of the processed corpus
annotated manually. The method that is adopted for the evaluation of the results is the precision and recall. Precision was 0.90 and
recall was 0.83. The result was compared to the output of Stanford Parser.

Keywords: AGFL, Parsing, MSA, Syntax, Computational Syntax, Computational Linguistics, NLP, Syntactic Analysis

1 INTRODUCTION

In the framework of generative linguistics (Universal Grammar — UG), [1] has been elaborating an interpretative description of
sentence structure in Modern Standard Arabic (MSA). He adapted by means of specific raising rules the basic unmarked VSO
(verb — subject — object) sequence in order to accommodate for sentence structures in MSA following a clear SVO (subject —
verb - object) sequence. Positive in this approach is the attempt to extent the scope of universal grammar applicability with
language facts from other natural languages. Negative is the identification of the SVO order typology with the nominal sentence
structure in MSA in general. Instead of [1] IP-structures we rather prefer to present a single IP-structure description in which the
slash represents alternatives.

This paper will present two different modules: the first module is responsible for parsing Arabic syntactic structures and
transform Arabic sentences to the trees structure using binary relation based on X-bar theory with the AGFL formalism. The
general design for this module is that “it starts by composing small trees for the small phrases in the sentence and combining
these small trees together to form a bigger tree”. While building the syntactic trees for the 85 Arabic sentences many linguistic
issues have been faced, some will be described in the following sub-subsections. The second module is the semantic module:
This module is responsible for mapping the syntactic rules with their equivalent semantic relations.

The NL Reference Corpus (NC) consists of about 500 words of Arabic text that are compiled from the Arabic Wikipedia. The
corpus is intended to be representative of the contemporary standard use of the written Arabic language; it includes documents
from various genres and domains. It is segmented into sentences and tagged for POS with a dictionary of 500 words, besides all
required linguistic attributes are assigned to each word. The total number of distinct sentences is 80 sentences. This paper is
concerned with the 80 annotated sentences with sentence length < 12 words. Moreover, the frequency of each structure is
documented. Since that, these sentences are compiled from the Wikipedia, so their coverage rate is high. Thus, the opportunity
of the occurrence of different structures is extremely high, as a result the data is considered more robust. The semantic analysis
of the corpus is supplemented in this phase.

2 LINGUISTIC DESCRIPTION OF THE STRUCTURES

The data consists of different types of phrasal categories. The definiteness of nouns can be used as a cue in determining the
noun phrase boundaries. In Arabic, the definiteness can by edafa or by the definite article “J” ‘the’. In nominal phrases, the
topic ‘mobtadaa’ should be definite; therefore, if the noun was not definite by a definite article, it should be definite by edafa.
After determining the topic, the predicate should be determined. The predicate could be a single noun or clausal; clausal
predicates are noun phrase, verb phrase, prepositional phrase and adverbial phrase. The topic and the comment together form
the noun phrase boundary, which means that, it is a complete sentence that does not permit further modification. The researcher
intends to vary the structures of the different constituents of the sentences. For example the subject of the sentences in the data
was presented in different structures, also the object and the other functions in the sentences varies in its structure. Hence, these
different structures were implemented in the developed grammar in the AGFL formalism.

A. The linguistic description of the subject in the corpus

The subject is the constituent that separates the verb from its complement in the VSO structure. The patterns of the subjects in
the selected data are diverse. The following subsection will introduce the different patterns of the subject in details:
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1) Null subjects
It is one of the most vexing issues. They result from pro-drop clauses in which there is no lexical subject. Instead, the inflection
of the verb indicates the gender, number, and person of the pronominal subject. The direct object often appears adjacent to the
verb and there is no need to perform re-ordering during the automatic analysis. During the syntactic analysis, the pronouns are
projected directly to their maximal projection, which is the noun phrase (NP); they do not have specifiers or complements.

Consider the subject in sentence (1) and its representation in figure 1.
2) Apronoun (PRO)
)5 3Ll Clin gl e 1S puanl) Uil i i aains (1

(NP
G

Figure 1: The representation of the subject “0~3”

3) Clausal subject: Different types of structures that can function as the subject have appeared in the selected corpus. The
following are the types of structures:

e  Proper nouns (PPNs): Proper nouns are projected directly to their maximal projection, which is the noun phrase (NP).
Consider the sentence in (2):

ou Y sl ou S e ooal allall el ey a3 (2

D

G2

Figure 2: The representation of the subject “sabsiis (:lir” of the sentence in (3).

The proper names do not have specifiers or complements [2] and [3] as shown in figure 2.
e Noun phrase (NP) that consists of ARTICLE (ART) + NOUN as in sentence (3):
a2 58 e g Leadaa 5 Ly jlad ) S a5 JLia) 535100 Lass 5 s s g 5 5l (4
D,
Gpecd NED
G @B  CAdjunci>
O D) Comp> ©
oD ©

Figure 3: The representation of the subject “g s siali”

In figure 3, the article “J‘the’ is projected to its maximal projection; the determiner phrase (DP) to constitute the specifier

of the whole noun phrase. The noun “gs_~” ‘project’is combined with the empty complement (e¢) and is projected to the
intermediate projection noun phrase (NB).Then; it is combined with the empty adjunct to form a bigger NB. Hence, it is
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combined with the specifier “J” ‘the’ (DP) to form the maximal projection noun NP; the definite article has been analyzed as
the head of a Determiner Phrase (DP) to which the nominal head raises and incorporates [1].
e  Noun modified by another noun phrase (N+NP) (43l sbias s ilias) as in sentence (4):

Losine flase (a3 sai oty i i e (5

Figure 4 :The representation of the subject “ i JUa”

In figure 4, the noun “Jlas” ‘airport’has no complement, so it is combined with an empty one to form an intermediate
projection (NB) [4], which is combined with the directly projected noun phrase “sb 5” ‘Abu Dhabi’ form a bigger
intermediate projection (NB) “ib sl JUae”*Abu Dhabi airport’which is combined with an empty specifier to form a noun
phrase (NP).

e Noun phrase that consists of (Noun modified by noun phrase(NP) that consists of (noun +NP) and a prepositional
phrase (N + NP + PP)) as in sentence (5):

e ESad W paidine S0 (6

Figure 5 :The representation of the subject “O\Sud pai 450 48,27

In figure 5, the noun “4S_% ‘company’has no complement, so it is combined with an empty one to form an intermediate
projection; a noun phrase N-bar (NB), which is combined with the adjunct “ =i 44 “Nasr city’ which is a noun phrase
consisting of noun "4Lx"+ proper noun “="to form a bigger intermediate projection (NB) “_wai i 8,57 ‘Nasr city
company’. The projected (NB) is combined with the prepositional phrase (PP)“JlSw3 ‘for housing’that is considered its
adjunct to form a bigger intermediate projection (NB) which is combined with an empty specifier to form a noun phrase (NP).
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e  Noun phrase that consists of DET +Noun modified by two adjectival phrases (DET + N + JP + JP)) as in sentence (6):
el alall Adla by )i Byl Ja¥l iy (7

Figure 6: The representation of the subject “_aill (aY) <id»

In figure 6, the noun “4y” ‘bank’has no complement, so it is combined with an empty one to form an intermediate
projection (NB) which is combined with the adjectival phrase (JP) “i” “National’ that is considered as its adjunct to form a
bigger intermediate projection (NB) which is combined with another adjectival phrase (JP) “s_la% ‘commercial’ to form a
bigger intermediate projection (NB) which is combined with the specifier “J" ‘the’ to form a noun phrase (NP).

e Noun phrase that consists of (Noun modified by noun phrase(NP) and two adjectival phrases (N + NP + JP + JP)) as in
sentence (7):

A 0sled 3 Carly Cilanae 33 sasallBasial) JailldS j4 chsas (8

Figure 7: The representation of the subject 33 gaaall 3aa%all Jail) as i

In figure 7, the noun “4S_% ‘company’has no complement, so it is combined with an empty one to form an intermediate
projection noun phrase N-bar (NB), which is combined with the adjunct “J&” ‘transport’” which is a noun phrase (NP) that
consisting of article "J"+ noun “J&”to form a bigger intermediate projection (NB) “Jall 4,5 ‘transport company’. The
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projected (NB) is combined with the adjectival phrase (JP) “saais” ‘united’ that is considered its adjunct to form a bigger
intermediate projection (NB) which is combined with another adjectival phrase (JP) “33as<” ‘limited’ to form a bigger
intermediate projection (NB) which is combined with an empty specifier to form a maximal projection noun phrase (NP).

B. The linguistic description of the object in the corpus
In this section, the researcher will introduce the different structures of phrases that may occur as complements of the selected
verbs in the data. All analyses provided in this thesis represent the deep representations of the sentences, because the researcher
decided that it is more appropriate to identify the arguments of the predicate out of the deep representations. In general, a
triangle under a phrasal node means that the further structure is not shown, because it is irrelevant to the point being discussed.

o 393 A pall B3 A de) )50 5 Aclivall 93 jladll cs e sl alayy (9
“The federation of chambers of commerce, industry and agriculture organizes a symposium in the Arabcountries.”

Figure 8: The detailed representation of the complement “ 34" in sentence (8).

After the analysis of the sentence in (8), the sister node of the verb “shi” ’organize’ is analyzed as a noun phrase,
consisting of a noun “¢s3” ‘symposium’that is projected to its intermediate projection (NB) when it is combined with an empty
complement and then combined with an empty adjunct to be projected to a higher intermediate projection- noun phrase double
bar (NB) which is finally combined with an empty specifier to form the maximal projection noun phrase (NP) 5"
‘symposium’ as in figure 8.

Lo L g8 | jaipe sall (5 il afaill al8V) 5 jalll S je ooy (10

“The Cairo regional center for international commercial arbitration organizes an international legal conference”

! The preposition ¢ewill be omitted in the processing phase which will be detailed in section 5
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Gpecs
D

apaladl 35,8
Sl e LX)
odaadl gyl

Figure 9: The detailed representation of the complement “L 32 Lisi® | j334” in sentence (9).

In figure 9, the noun “_«i3” ‘conference’has no complement, so it is combined with an empty one to form an intermediate
projection (NB), which is combined with the adjectival phrase (JP) “5¥” ‘legal’ that is considered as its adjunct to form a
bigger intermediate projection (NB), which is combined with another adjectival phrase (JP) “s¥ ‘international’ to form a
bigger intermediate projection (NB) which is combined with an empty specifier to form a noun phrase (NP) “J Sisl8 jaige”
‘international legal conference’. Here the complement is preceded by a subject that is a noun phrase « aSaill _al8¥) 5 jalall S 5
s 3 “Cairo international center for international commercial arbitration’.

3  FORMAL DESCRIPTION OF SENTENCES

The AGFL formalism for the syntactical description of natural languages belongs to the family of two level grammars: a context
free grammar that is augmented with set-valued features for expressing agreement between syntactic categories. The formalism
is suited for describing morphological structure and syntactic structure, case distinction and agreement and finite semantics
[51.[6] and [7]. The AGFL parser-generator compiles grammars written in the AGFL formalism into compact and efficient
parsers, reads sentences from a file, or prompting the user for input, the output consists either of decorated parse-trees in one of
several formats, or of strings as specified by the transduction.

The LEXIGEN lexicon system makes it possible to connect large lexical databases to your grammars in an efficient
way. The lexicon system is fully integrated with the parser generator [5], [6] and [7].

Affix grammars can be seen as the formalization of a notion of a Context Free (CF) grammar extended with features. It
supports two kinds of applications: linguistic applications: where all analyses of a given utterance are to be found and
Information Retrieval and Natural Language Front ends applications: the most likely analysis has to be found for consecutive
segments of a running text[8] and [9] .

Affix grammars can be seen as a two level attribute grammar formalism as follows [10]:

The first level: A syntax rule without a second level is just a CF rule; it consists of context-free syntax rules, rewriting
non-terminals to terminals or to other non terminals.

RULE sentence: subject, verb ~ ------ one production
RULE subject: Personal pronoun; Noun phrase
------ two productions
The second level: adds parameters (called affixes) to the first-level rules. The characteristic property of AGFL is that the affixes
are finite set-valued. The two levels are combined by using affixes as parameters to the non-terminals in the syntax rules.
Consistent substitution rule: all occurrences of an affix within one rule obtain the same value.
*  Rule sentence : subject NUMBER) , verb (NUMBER)
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e  Affix grammar is more compact than the context free grammar
GRAMMAR cfg.

ROOT sentence.

RULE sentence: subject_plural, verb_plural.

RULE sentence: subject_singular, verb_singular.

RULE subject_plural: "o,

RULE subject_singular: ~ "ul".
RULE subject plural: "<l
RULE subject_singular: e,
RULE verb_plural: " e,
RULE verb_singular: " e,

A nonterminal symbol may be productive to a smaller or larger degree, in the sense that it: always (RULE), sometimes
(OPTION) or never (CONDITION) generates terminal symbols. A rule that never generates a symbol may enforce some
condition on its affix values by failing or succeeding depending on those values.

Toy: VP (NUMBER, PERSON), NP (NUMBER, PERSON).

NP (NUMBER, PERSON): [DET], Noun (NUMBER, PERSON).

A rule consists of a left-hand-side, followed by a single colon, followed by a right-hand-side. The left-hand-side of a
rule consists of a nonterminal symbol, the head, optionally followed by a list of affixes expressions enclosed between brackets.
The right-hand-side of a rule consists of one or more alternatives, separated from one another by semicolons. An alternative is a
(possibly empty) list of members, separated by comma’s. A member is either a terminal symbol or it is a call, which looks just
like a left-hand-side. Nonterminal symbols can be written in small or large letters, spaces can be used to enhance readability. A
terminal symbol is written as its representation enclosed between quotes. An affix expression is either a nonterminal affix
(which is then termed an affixes variable), or it consists of one or more terminal affixes separated from one another by the set
union-operator I.

The developed grammar was built to deal with the different structures faced during the description of the corpus mentioned in
section 1. The following figures 10, 11, 12, 13, 14, 15 and 16 are examples of the automatically parsed sentences using the

AGFL formalism:

pentence
WP(singular, feminine. third)
NP(singular, ferminine, nhuman, third)
Det
[ORTRE
NBBB(singular, feminine. nhuman._ third)
NBB(singular, feminine, nhuman. third)
NB(singular, feminine., nhuman, third)
noun(singular, feminine, nhuman. third)
IIZ‘S_)_:J-
VBB(singular, feminine, third)
VB(singular, feminine, third)
WV(singular., feminine. third)
M- R
NP(plural, muscline, nhuman, third)
NBBB(plural, muscline, nhuman, third)
NBB(plural, muscline, nhuman, third)
NB(plural, muscline, nhuman, third)
noun(Plural, muscline, nhuman, third)
"ot it
JP(singular, feminine)
JBB(singular, feminine)
JB(singular, feminine)
Adjective(singular, feminine)

1';—}3'_..4!"
NP(singular, muscline, nhuman, third, time)
Det
DTN

NBBB(singular, muscline, nhuman, third, time)
NBB(singular, muscline, nhuman. third, time)
NB(singular, muscline, nhuman, third, time)
noun(singular, muscline, nhuman, third, time)
e
JP(singular. muscline)
Det
n g
JBB(singular, muscline)
JB(singular, muscline)
Adjective(singular, muscline)

P

Figure 10: The representation of the phrase ¢ al) 4dla Laly i 4 jal) cidia
e
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VP(singular, muscline, third)
MNP(singular, muscline, nhuman, third)
Dret
C T
NEBEBEBE(singular. muscline, nhuman, third)
NBEB(singular. muscline, nhuman, third)
NE(singular. muscline, nhuman, third)
noun{singular, muscline, nhuman, third)
" g et
VEEBE(=singular. muscline, third)
WVE(singular. muscline, third)
WVisingular. muscline, third)
" e
NP(singular. feminine, nhuman, third)
NEBEEBB(singular, feminine, nhuman, third)
NEBEB({singular, feminine, nhuman, third)
NB(singular, feminine, nhuman, third}
noun{singular, feminine, nhuman, third})
"Ea 5™
NP(singular. muscline, nhuman, third)
NBEBB(singular, muscline, nhuman, third)
NEBEEBE(singular. muscline, nhuman, third)
MNE(singular, muscline, nhuman, third)
noun(singular,. muscline, nhuman, third)
[
NFP(singular, feminine, nhuman, third)
Det
gl
NEBEBB(singular, feminine, nhuman, third)
NEBB(singular, feminine, nhuman, third)
NB(singular, feminine, nhuman, third)
moun(singular, feminine, nhuman, third)
[P
PP
PE
FPrep
"o
NFP(singular, muscline, nhuman, third, location)
NEBEE(singular, muscline, nhuman, third, location)
NE(singular. muscline, nhuman, third, location)
noun{singular, muscline. nhuman, third)
mam e
NP(singular. feminine, nhuman, third. location)
PPN(singular, feminine, nhuman, third, location
(- IEETE

Figure 11: The representation of the phrase « gUii} 844 & g pdal) (Fhasw
Aoauid) anda o AS A7
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sentence
NP(singular, muscline, nhuman, third)
NEBBB(singular, muscline, nhuman, third)
NBEBE(singular, muscline, nhuman, third)
NB(singular, muscline, nhuman, third)
noun(singular, muscline, nhuman, third)
"'f:LJ"
NP(singular, muscline, nhuman, third)
Det
rld1_n
NBBB(singular, muscline, nhuman, third)
NBB(singular, muscline, nhuman, third)
NB(singular, muscline, nhuman, third)
noun(singular, muscline, nhuman, third)
HJLHH
JP(singular, muscline)
Det
"{JL"
JBB(singular, muscline)
JB(singular, muscline)
Adjective(singular, muscline)
nu_‘én

Figure 12: The representation of the phrase “ll jlgal) i

sentence
NP(singular, muscline, human, third, animate)
NP(singular, muscline, human, third, animate)
PPN(singular, muscline, human, third, animate)
nd‘__ﬁ_,‘ Aaajn
NP(singular, muscline, human, third, animate)
NBBB(singular, muscline, human, third, animate)
NBB(singular, muscline, human, third, animate)
NB(singular, muscline, human, third, animate)
noun(singular, muscline, human, third, animate)
”U‘“:‘"‘J”
NP(plural, muscline, human, third, animate)
Det
HJ;_H
NBBB(plural, muscline, human, third, animate)
NBB(plural, muscline, human, third, animate)
NB(plural, muscline, human, third, animate)
noun(plural, muscline, human, third, animate)
l!;lm"

Figure 13: The representation of the phrase “s1,3 sl uiy ciuli 2aaf?
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sentence
NP(singular, muscline, human, third, animate)
Det
".‘_j]—"
NBBB(singular, muscline, human, third, animate)
NBB(singular, muscline, human, third, animate)
NER(singular, muscline, human, third, animate)
noun(singular, muscline, human, third, animate)
1|J_$:ISJII
NP(singular, muscline, human, third, animate)
WNP(singular, muscline, human, third, animate)
PPN(singular, muscline, human, third, animate)
O PSRN ST
NP(singular, muscline, human, third, animate)
NBBB(singular, muscline, human, third, animate)
NBB(singular, muscline, human, third, animate)
NER(singular, muscline, human, third, animate)
noun(singular, muscline, human, third, animate)
1|‘_)=]‘_‘)}1I
NP(singular, muscline, nhuman, third)
Det
"g_j]—"
NBBB(singular, muscline, nhuman, third)
NBB(singular, muscline, nhuman, third)
NB(singular, muscline, nhuman, third)
noun(singular, muscline, nhuman, third)
ST

Figure 14: The representation of the phrase “3ua®¥l yjg & by Chug ) gisal)

sentence
VP(singular, muscline, third)
NP(singular. muscline, human, third, animate)
INP(singular, muscline, human, third, animate)
PPN(singular, muscline, human, third, animate)
- = aamire
NP(singular. muscline, human, third, animate)
INBBB(singular, muscline, human, third, animate)
INBB(singular, muscline, human, third, animate)
INB(singular, muscline, humamn, third, animate)
noun(singular. muscline. human, third, animate)
l‘l‘_’_"jJtl
INP(plural, muscline, human, third, animarte)
Det
LLFS L
NBBB(plural, muscline, humamn, third, animate)
NBB(plural, muscline, human, third, animate)
NB(plural, muscline, humamn, third, animate)
noun(plural, muscline, humamn, third, animate)
"§1Jj-_9"
VEB(singular, muscline, third)
Vi{singular, muscline, third)
!IPE;!I
INP(singular, muscline, nhumamn, third)
NBBB(singular, muscline, nhuman, third)
NBEB(singular, muscline, nhuman, third)
NB(singular, muscline, nhuman, third)
noun(singular. muscline, nhumam, third)
rlﬁyu

Figure 15: The representation of the phrase « 1 i35s &5l (s ) s daal alai”
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VP(singular, feminine, third)
MNPisingular, feminine, nhuman, third)
Det
IIJ‘_”
NBBB(singular, feminine, nhuman, third)
NBB(singular, feminine, nhuman, third)
NBisingular, feminine, nhuman, third)
noun{(singular, feminine, nhuman, third)
[ (]
VBBisinpular, feminine, third})
VBisingular, feminine, third}
Vizingular, feminine, third)

[ T

NP(plural, feminine, nhuman, ithird)
NBEBB(plural, feminine, nhuman, third)
NBEB(plural, feminine, nhuman, third)
NB(plural, feminine, nhuman, third)
noun{plural, feminine, nhuman, third)
M gaat
NPisingular. muscline, nhoman, third)
Det
IIJL“
NBBB(singular. muscline, nhumamn, third)
NBBi(singular, muscline, nhumamn, third})
NB(singular. muscline, nhuman, third)
noun(singular, muscline, nhuman, third)
II&EII
JP(singular, muscline)
Det
IIJL“
JBB(singular, muscline)
JB{(singular, muscline)
Adjective(singular, musclina)

[
PP
PB
Prep
||g5||
MNPi{dual, muscline, nhuman, third)
Det
IIJl_II

NBEB(dual, muscline, nhuman, third)

NEB({dusal muscline, nhumamn, th.i.l'd.:l{

NBi{dual, muscline, nhuman, third}
noun{dual, muscline, nhuman, third)

C

" oaly

Figure 16: The representation of the phrase “cuald) 8 (alil) gladl) 3 gga Aiall) i

4  SYNTAX SEMANTICS INTERFACE

The second module of the developed grammar is the semantic module: This module is responsible for mapping the syntactic
roles with their equivalent semantic relations.

It was faced with many challenges. For instance, the subject of the verb with the syntactic role verb specifier “VS” could be
mapped to three different semantic relations depending on the syntactic and semantic classification of the verb. If the verb is
transitive or intransitive (unergtive), the subject will be the doer of the verb; therefore, it will be mapped with the agent as in
“dsll 52 ‘the boy ran’. However, if the transitive or intransitive verb carries the semantic feature stative, which describes a
state of being, then the syntactic subject will be mapped to the experiencer “exp” as in “dll =& ‘the boy feels’. While, if the
verb is intransitive (unaccusative), the subject will be mapped to the object “obj” as in “xdall 13 “The ice melts’.

5 EVALUATION

The output has been evaluated using a version of the processed corpus annotated manually. The total number of the sentences
was 80 sentences. The results were evaluated against a manually analyzed data. The method that is adopted for the evaluation of
the results is the precision and recall. Precision is the number of correct results divided by the number of all returned results, it
was 0.90. Recall is the number of correct results divided by the number of results that should have been returned, it was 0.83. A
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result is considered "returned" when: the output is a tree (i.e., all the words are interlinked).Also, the output has been compared
with the output of Stanford parser?.Figures 17 and 18 show a sentence output from both Stanford and current proposed system
which indicates that the current system have more details in affixes of word forms and more details in the syntactic layers:

pit View Higtery Bockmarks Teols Help
Core | 1N Dema 3 iy Stanfoed Parser W

v Hantord.edu

b 1l pmis o ASph 1l LS| Bala) gapiall Fimaiw

Language:  Arabic - Sample Sentence Parse

Your query

Lndll e oo 26020 213 S0l § @ g p2l) G

Tagging

dinsw/VBP  ggybadl /DTNN  830Lu3/NN gLl /NN 1S,80) /DTNN  (o/IN  paie/NN 1ot 1) /DTNN

Parse

(ROOT
(s
(VB (VBP ginaiw)
(NP (DTNN ga3aa31))
(NP (NN 33L.3)
(NE
(NP (NN zL131)
(NP (DTHN is,391)))
(PP (IN ;)
(NP (NN pxis)
(NP (DTHNN Zousddi})3)dddd}

Figure 17: The output of Stanford for sentence "4:4&ll aaia ¢pa 48 )il g UG 3345 £ g pdall Fhasu

2A natural language parser is a program that works out the grammatical structure of sentences, for instance, which groups of words go
together (as "phrases") and which words are the subject or object of a verb. Probabilistic parsers use knowledge of language gained from
hand-parsed sentences to try to produce the most likely analysis of new sentences. These statistical parsers still make some mistakes, but
commonly work rather well. Their development was one of the biggest breakthroughs in natural language processing in the 1990s.
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VP(zingular, muscline, third)
NP(zingular, muscline, nhuman, third)
Dret
ngn
NEEBE(singular, muscline, nhuman, third)
NEBE(singular, muscline, nhuman, third)
NE(singular, muscline, nhuman, third)
noun(singular, muscline, nhuman, third)
g g e
VEE(singular, muscline, third)
VE(singular, muscline, third)
Visingular, muscline, third)
u‘-‘mu
NP(singular, feminine, nhuman, third)
NBEE(singular, feminine, nhuman, third)
NBEE(singular, feminine, nhuman, third)
NE(singular, feminine, nhuman, third)
noun(singular, feminine, nhuman, third)
a5
NP(singular, muscline, nhuman, third)
NEBEBE(zingular, muscline, nhuman, third)
NEEBE(singular. muscline, nhuman, third)
NE(singular, muscline, nhuman, third)
noun(singular, muscline, nhuman, third)

" a3y
NP(singular, feminine, nhuman, third)
Dret
i

NEBE(singular. feminine, nhuman, third)
NEBEE(singular, feminine, nhuman, third)
NE(singular, feminine, nhuman, third)
noun(singular, feminine, nhuman, third)
"is o
PP
PE
Prep
NP(zingular, muscline, nhuman, third, location)
NEE(singular, muscline, nhuman, third, location)
NE(singular, muscline, nhuman, third, location)
noun(singular, muscline, nhuman, third)

'_\Ts{s ingular, feminine, nhuman, third, location)
PPN{singular, feminine, nhuman, third, location)
"3.._| L

Figure 18: The output of the current system for the phrase “Aadl) aaia (e &S il L) 8305 £ g hal) Fhapw”

6 CONCLUSIONS

The task of sentence understanding requires a variety of different types of knowledge; morphological, syntactic and semantic
knowledge. The syntactic structures of some Arabic sentences have been analyzed based on the X-bar theory. The researcher
has considered different structures in Arabic and demonstrated how they were analyzed. The problem of analyzing the different
nominal phrases such as noun and its adjectival modifiers, genitive construction and phrases that include apposition has
encountered.

REFERENCES

[1] F. Abdelkader, “Issues in the Structure of Arabic Clauses and Words”, Dordrecht: Kluwer, 1993.

162



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

[2] S. Alansary, M. Nagi and N. Adly, “Generating Arabic Text: the Decoding Component in an Interlingual System for
Man-Machine Communication in Natural Language”, 6th International Conference on Language Engineering, Cairo, Egypt,
2006.

[3] S. Alansary, “A Formalized Reference Grammar for UNL-based Machine Translation between English and Arabic”,
24th international conference on computational linguistics (COLING), Mumbai, India, 2012.

[4] C. Vicente, “Syntax of Modern Arabic Prose”, 3 Vols. Bloomington: Indiana University Press, 1974.

[5] D. Everhard, “A Formal Approach to Arabic Syntax: The Noun Phrase and the Verb Phrase.” PhD Nijmegen
University. Nijmegen: Luxor, 1992.

[6] D. Everhard. “Distinct(ive) Sentence Functions in Descriptive Arabic.Linguistics”, in: Parkinson, Dilworth (ed.):
Perspectives on Arabic Linguistics XV. Amsterdam: John Benjamins.

[71 D. Everhard. “A Formal Approach to Arabic Syntax: The Sentence”. Amsterdam: Rodopi.

[8] H. Halteren, “Excursions into Syntactic Databases”, University of Nijmegen, [Published: Amsterdam: Editions Rodopi
Language and computers: Studies in Practical Linguistics, Volume 21, 1997.

[9] K. Kees, “Affix Grammars”, in: Peck, J (ed.): Algol 68 Implementation. Amsterdam: North-Holland. Pp. 95-105, 1971.

[10] K. Kees, “Affix Grammars for Natural Languages”, in Albas, H. and B. Melichar (eds.): Attribute Grammar
Applications and Systems, SLNCS, 545, Springer, pp. 469-484, 1992.

BIOGRAPHY

Marwa Saber Selim Arafat: Head of Grammar Development unit, Arabic Computational Linguistics Center. Bibliotheca
Alexandrina, Alexandria, Egypt.

She graduated from Department of Phonetics and Linguistics, Faculty of Arts, Alexandria University, Egypt.
She is Computational Linguistics researcher. Her MA thesis is in the "The Automatic Extraction of the
syntactic arguments of the Arabic verbs in modern standard Arabic”. Her main areas of interest are Arabic
morphology, syntactic parsing of MSA, semantic analysis, lexicography. She has Experience in
summarization, machine translation and working on Interlingua-based Machine Translation Systems.

She obtained the UNL certificates; CLEA250, CLEA750, CUP250, and CUP500. She attended the X UNL
School organized by the UNDL foundation at Bibliotheca Alexandrina (7-11 October 2012).

She is Developer at UNDL foundation, Geneva- Switzerland. She is a member in many scientific organizations: (1) Egyptian
Society of Language Engineering, Cairo, (2) Arabic Linguistic Society - USA, (3) Universal Networking Language foundation,
United Nations, Geneva, Switzerland.

She attended many conferences such as Language Engineering Conferences, Ain-Shams University, Cairo-Egypt,
(2006,2007,2008,2009,2010, 2011,2012 and 2013), http://www.esole.org (Presence), Arabic Language Technology
International Conference (ALTIC), Bibliotheca Alexandria, Alexandria-Egypt 2011, http://www.altec-center.org/conference
(Presence), Human Language Technology for Development Conference (HLTD 2011), Bibliotheca Alexandrina, Alexandria,
Egypt, May 2 - 5 2011 and The fourth international Arabic linguistic symposium (ALS), Cairo, Egypt.

Dr. Sameh Alansary: Director of Arabic Computational Linguistic Center at Bibliotheca Alexandrina, Alexandria, Egypt.

He is professor of computational linguistics in the Department of Phonetics and Linguistics and the head of
Phonetics and Linguistics Department, Faculty of Arts, Alexandria University. He obtained his MA in
Building Arabic Lexical Databases in 1996, and his PhD from Nijmegen University, the Netherlands in
building a formal grammar for parsing Arabic structures in 2002. His main areas of interest are concerned
with corpus work, morphological analysis and generation, and building formal grammars.

He is also the head of Arabic Computational Linguistics Center in Bibliotheca Alexandrina. He is

‘ supervising and managing the Universal Networking Language project in Library of Alexandria since 1-6-
2005 till now.Dr. Alansary is the co-founder of the Arabic Language Technology Center (ALTEC), an NGO aims at providing
Arabic Language resources and building a road map for Arabic Language Technology in Egypt and in the Middle East. He has
many scientific works in Arabic Natural Language Processing published in international conferences and periodicals, and a
member in many scientific organizations: (1) Egyptian Society of Language Engineering, Cairo, (2) Arabic Linguistic Society -

163



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

USA, (3) Association of Computational Linguistics - USA — Europe, (4) Universal Networking Language foundation, United
Nations, Geneva, Switzerland.

TRANSLATED ABSTRACT

B pmalaal) 4y ad) dalll i) 5 Ca gl (5 gl gail)
2&5)1‘4.'&\ GAL» ‘l)gLaEJ)A

e ) e SUY) dala (oY) S (bl 5 i eall and

Imarwa.saber@bibalex.org
2sameh.alansary@bibalex.org

@)ﬂ@c&u)bﬁa\)uha‘)ﬁ\ea)@)b&bﬂw\@)ﬂ\w\gw\u&syum‘ﬂﬁkvﬂm_u&
A il s Allas 850 038 (8 el & sal) Aisel) A1 allae i 35m5 08 s ol (e dubing Axans

- %90 ) A8l dpt il 5 385 L Allsa Ay sal Aie e alaie Yl w3 25 25 385 cAGFL

164



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

Query Expansion for Arabic Information Retrieval
Model: Performance Analysis and Modification

Ayat Elnahaas™', Nawal Alﬁshawy**z, Mohamed Nour™!, Gamal Attiya**z, Maha Tolba™™?
*Department of Research Informatics, Electronics Research Institute,
Cairo, Egypt
leng_ayatelnahas@yahoo.com; mnour@eri.sci.eg
“Department of Computer Science and Engineering, Faculty of Electronic Engineering,

Menoufia University, Egypt
2nelfishawy@hotmail .com; 2gamal .attiya@yahoo.com; 2maha_saad_tolba@yahoo.com

Abstract- Information retrieval aims to find all relevant documents responding to a query from textual data.
A good information retrieval system should retrieve only those documents that satisfy the user query.
Although several models were developed, most of Arabic information retrieval models do not satisfy the user
needs. This is because the Arabic language is more powerful and has complex morphology as well as high
polysemy. This paper first investigates the most recent Arabic information retrieval model and then presents
two different approaches to enhance the effectiveness of the adopted model. The main idea of the proposed
approaches is to modify and/or expand the user query. The first approach expands user query by using
semantics of words according to an Arabic dictionary. The second approach modifies and/or expands user
query by adding some useful information from the pseudo relevance feedback. In other words, the query is
modified by selecting relevant textual keywords for expanding the query and weeding out the non-related
textual words. The adopted retrieval model and the two proposed approaches are implemented, tested,
compared, and evaluated considering Arabic document collection. The obtained results show that the proposed
approaches enhance the effectiveness of the Arabic information retrieval model by about 15% to 35%.

Keywords: Arabic Documents, Indexing, Vector Space Model, Query Expansion, Semantics, and Relevance Feedback.

1 INTRODUCTION

Information retrieval is one of the most important research areas in information technology. The main objective is to
match and retrieve the most relevant documents to the user query. Therefore, a good information retrieval system
should retrieve only those documents that satisfy the user needs.

Generally, an information retrieval system contains several modules mainly: document collection, query processing,
matching operations and query performance [1]. Figure 1 shows the main modules of an information retrieval
system [2]. Document collection and representation involves an important process called indexing. The indexing
process associates a document with a descriptor represented by a set of features automatically derived from the
content. It also optimizes the query performance and improves the response time by sorting terms in an interested
file structure. Moreover, a number of processing tasks can take place during the indexing phase similar to the query
processing which further improves the performance [3-5]. Document-query matching aims to estimate the relevance
of a document to the given query. Most information retrieval models compute a relevance score. This score is used
as a criterion to rank the list of documents retrieved to the user in response to the query. That is, the results of
matching between the user query and the index terms are posted based on a Ranking method.

]
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Figurel: The Main Modules of an Information Retrieval System [2]
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A natural language query specifies the user’s information need in a sentence. Representing the user need involves
query formulation using terms expressed by the user and/or additive information driven by iterative query
improvements like relevance feedback. The query/ user need is parsed and compiled into an international form. In
case of textual retrieval, query terms are generally preprocessed to select the index objects. The query representation
involves one-step or multi-step query formulation driven by iterative query improvements [6-8]. The querying stage
involves many themes including query preprocessing, removal of stop-words, query expansion, and others. The
query expansion expands the query with similar terms and then retrieves another set of documents using expanded
query [6, 9]. Moreover, information retrieval implements a basic term matching for identical terms. The document-
query matching is known as query evaluation for estimating the relevance of documents to the given query. The
information retrieval system employs some ranking methods based on mathematical bases to exploit some properties
found in the document collection. Matching between the query keywords and index terms may be exact matching,
partial matching, or intelligent matching [10].

Although several models were developed [11-17], most of Arabic information retrieval models do not satisfy the
user needs. This is because the Arabic language is known with its powerful and complex morphology as well as its
high polysemy. This paper first investigates an Arabic information retrieval model and then presents two different
approaches to enhance the effectiveness of the model. The focus is concerned with the modification and/or
expansion of the user query. The first approach expands user query by using semantics of words according to an
Arabic dictionary. The second approach modifies and/or expands user query by adding some useful information
from the pseudo relevance feedback. In other words, the query is modified by selecting relevant textual keywords
for expanding the query and weeding out the non-related textual words. The proposed approaches are implemented,
tested and evaluated using some measurable criteria such as precision, recall, and F-measure. In addition, the
obtained results are compared with that obtained by the most recent adopted Arabic retrieval model for Arabic
document collection [2].

The rest of this paper is organized as follows. Section 2 presents a literature survey for related work. Section 3
presents an adopted information retrieval model. Section 4 presents the proposed approaches and describes the query
expansion using semantics of keywords and relevance feedback. Section 5 presents the simulation experimental
results and discussions while section 6 concludes this work.

2 RELATED WORK

Regarding the information retrieval systems/ models, several research efforts were presented by a lot of researchers
[11-17]. In [11], the authors mentioned that any information retrieval model can be represented by four attributes: D,
Q, F, and R. D is the set of documents in the document collection. Q is the set of queries representing the user needs.
F is concerned with classical document representation, queries, and their relationships. R is a ranking function
R(qi,d;j) which affiliates a real number with a query q; € Q and a document representation d; € D. In [12], the authors
mentioned that the Boolean model is one of the oldest information retrieval models. That model uses the set theory
and/or Boolean algebra. The user Query can be represented by a set of keywords connected together logically by a
set of connections like AND, OR, and NOT. The AND operator produces the set of documents of both sets. The OR
operator produces a document set that is bigger than or equal to the document sets of any of the single terms. The
NOT operator is used to avoid retrieving a document containing a specific keyword. In [13], the authors discussed
the vector space model that represents the documents and queries as vectors in a multidimensional space. To assign
a numeric score to a document for a query, the model measures the similarity between the query vector and the
document vector. The angle between two vectors is used as a measure of divergence between the vectors. The cosine
angle is used as the numerical similarity. If the cosine angle has the value '1' it means the vectors are identical while
the vectors are orthogonal if the cosine angle has the value '0'. The vector space model is good as it attempts to rank
documents by some similarity values between the user query and each document. In [14, 15], the authors discussed
the probabilistic model of information retrieval which relies on the nation that each document has a certain
probability of being relevant to a query. The documents that are most likely to be relevant and useful to the user are
ranked by a decreasing order of probability. For two events A and B, the joint event of both events occurring is
described by the joint probability P(A, B). The conditional probability P(A|B) expresses the probability of event A
given that B occurred. Probabilistic information retrieval models include classic Probabilistic models, language
models and the relevance model. All those models have variants that incorporate word dependence.

In [16], the authors conducted the process of developing ontology for Arabic Blogs retrieval. The authors mentioned
that semantic search engines provide searching and retrieving resources related to the user’s need. The authors
proposed a model for representing Arabic knowledge in the computer technology domain using ontologies. The
model was concerned with elicitation user’s information needs. Ontologies play a vital role in supporting
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information search and retrieval process of Arabic blogs on the web. In [17], the authors presented an enhanced
Arabic information retrieval approach. The focus was on the effectiveness of using the list of stop-words and light
stemming of Arabic. The authors used the vector space model as a popular weighting scheme in their work. Their
work aims at combining the stop-words list with light stemming to enhance the performance and compare their
effects on retrieval. The authors tested their adopted approach using the Arabic news consortium dataset. In [9], the
authors discussed the concept of query expansion for improving the process of Arabic information retrial. The query
expansion was based on the similarity of terms. The authors employed the expectation-maximization algorithm for
selecting the relevant terms and weeding out the non-relevant ones. They tested performance of the adopted
algorithm using INFILE test collection. The experiments indicate good performance of precision and recall for the
used query expansion method.

3 ADOPTED ARABIC INFORMATION RETRIEVAL MODEL

In 2016, an adopted Arabic information retrieval is developed [2]. The authors discussed the main challenges of
Arabic query expansion using Word-Net and association rules. They mentioned that they are able to exploit Arabic
word-Net to improve the retrieval performance. Their obtained results on a sub-corpus from the Xinhua collection
showed that the automatic selection method is significant and improves the performance of information retrieval
systems. The adopted Arabic information retrieval model [2] involves important themes mainly: preprocessing,
document collection and indexing, user query, and matching operations.

A. Preprocessing

The preprocessing steps are done on the document terms before building the index and on the user query before
matching process. The preprocessing should be done first to gain the benefit of speeding-up the retrieval time [18,
19]. The preprocessing steps involve tokenization, removal of stop-words and stemming.

1) Tokenization
Tokenization; in natural language processing; means splitting text into tokens. A token is the smallest unit of text
that may be a word, a punctuation mark or a multi-word expression. The separator between two adjacent words may
be a white space or punctuation marks. Tokenization is an important step for most natural language processing tasks
[37]. In this work, Lucene Arabic tokenizer is used during the implementation of this stage
http://www.apache.org/licenses/LICENSE-2.0. Figure 2 shows an example of a document title before and after
tokenization.

il pdall g Gl pa¥) A glial 4 puaal) Ao )50 (B L 7 samall LS sal) aa

(a) A document title before tokenization

il pdal), g, ol e, da glial 4 guandl Ao 30, A, L, 7 pansall, LS jall aa]

(b) The document title after tokenization

Figure 2: A document title tokenization

2) Removal of Stop-words
Removal of stop-words means rejecting the useless words like preposition, pronoun, specifiers, modifiers, and other
tools. Examples of the stop words are: - @i} ¢ <98 b (e Y «sa . Such words frequently occur in Arabic
documents. These words don’t give any hint for the content of their documents. In information retrieval systems,
stop-words should be eliminated (by referring to a stop-word list) from the query text and from the set of index
terms [18, 20]. Figure 3 shows the tokens of a document title after removing the stop-words.

il pdial) il oY) daglia Ay guland) cAs 3 g gamsall (il yall ‘?M

Figure 3: The tokens of the document title, in Figure 1, after removal of stop-words
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3) Stemming
The stemming process is very important for Arabic information retrieval. Stemming aims at reducing all of the
inflectional derivational variants of words into a common form called the stem. A word stem can be obtained by
removing all the affixes attached to the word. The words sharing some root or stem can increase the matching of
documents to the user query. Stemming can reduce the index size and improve the performance of the retrieval
process. Figure 4 shows the tokens of a document title after stemming.

&l gdald) (il el caglla ¢ (s gl £, (7 pamma (S ‘faM

Figure 4: A Document Title after Stemming

There are several types of stemmers. Examples of Arabic stemmers are: light stemmer (light 10), Khoja stemmer,
Porter stemmer, and others. In this work, Porter stemmer is used during the implementation of this stage [18, 21-23].
For more details about the Porter stemmer mechanism, the reader can refer to the website
https://tortous.org/mortim/porter.stemmer.

B. Document Collection and Indexing

Indexing is the process of choosing a term or a number of terms that can represent what the document contains. In
other words, after doing the preprocessing steps on the chosen document collection, the index can be built. Each
document is represented by a set of important terms, which were taken from the document title. Such terms are
weighted and stored in an index (as index terms) without any repetition. The index contains document number,
terms, frequency/weight in addition to other useful information such as the number of documents that contain each
term. Figure 5 shows an Arabic example of a part of the index mapping [24-26]. The index terms will be matched
against the query keywords.

Index file Postings file Documents fila
Term Hits Link Doc# Link Documents
a4 ] B e .-—r"’"'l Doc#1
4 =
4 Doc4
e I 'Iﬁl 4 100 J \
\‘\-\‘. 200 4 ""'--.\:

Figure S: Arabic Example of a Part of the Index Mapping

C. User Query

The querying stage is handled exactly like the document. That is, the preprocessing steps; tokenization, removal of
stop-words, and stemming are done on the input user query. The user query may be a word, phrase, or sentence
containing a set of keywords. If the query is one word, the stemming operation only can be done. If the query
contains a set of words, it should be preprocessed (tokenization, stop-words removal, and stemming). In this work,
several queries are presented and processed. Some of the queries contain only one keyword while others contain two
keywords, three keywords, and four keywords respectively. Tablel shows some examples of the user independent
queries while Table 2 contains examples of some related queries.

168



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

Table 1: Examples of User Independent Queries Table 2: Examples of Some Related Queries
User Query No. of Keywords User Query No. of Keywords
cpl) 1 il 1

2 2
Adiai 3k g bl dpanl 4 Ciiall J gana Z ) 8 aall] 4

D. Matching and Ranking

The matching process is done between the query keywords and document terms. To facilitate the matching process,
a matching model is used. In this paper, the Vector Space Model (VSM) is used for the matching operation [18, 20,
27-32].

The VSM is an algebraic model where it uses non-binary weights that are assigned to the index terms of documents
and queries. The document set D is represented as follows:-

D= {dl, dz, d3...dN} (1)

where, d;is the document number j, and N is the number of documents in the dataset collection.
Any document d; is represented by a set of terms' weights as follows: -

dj = {wij, Waj , W3j... Wnj} 2)

where, wijis the weight of the term i in the document j. The weight of term i in document j can be calculated using
the term frequency (tf) and inverse document frequency (idf). So,

wij = thij idf; 3)

where, the term frequency tfjj is the number of occurrence of term i in the document j and idf; is the inverse
document frequency of term i.

idfy = leg, % 4)

where, n; is the total number of occurrence of item i in all documents.
Documents can be retrieved and ranked by matching the query vector versus the document vector to compute the
score or similarity. The retrieved documents are ranked according to the similarity to the user query [33-36].

Flm - M 5)
e

where, sim(d;, q;) is the similarity between document j and query gj, wj; is the weight of term i in document j, and
Wwiq is the weight of term i in query q.

4 PROPOSED APPROACHES

This section presents two new efficient approaches to enhance the effectiveness of the most recent adopted Arabic
information retrieval model [2]. The main idea of the proposed approaches is to modify and/or expand the user
query by using semantics of words in the first approach and using some useful information from the pseudo
relevance feedback in the second approach.

A. Query Expression using Semantics of Keywords
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Query expansion means adding extra new terms to the keywords of the initial query. Since the input user query has
the significant effect on the document retrieval, hence the user query may be modified and/or expanded to retrieve
more relevant documents. The addition of new terms should take place prior the initial search.

It is known that Arabic is one the Semitic languages. Arabic has a rich set of vocabularies. Arabic language is
polysemous as the same word may have several meanings. Moreover, the Arabic language has a different
morphological structure for its wide range of derivations [2, 4]. By searching the dictionary for the meaning of an
Arabic keyword, more than one meaning may be found. This is the case for the majority of Arabic words. This
means that each query keyword has multiple synonyms/meanings.

In this paper, the first proposed approach expands user query by using semantics of words. In this case, the
synonyms or semantics of the query keywords can be obtained by referring to either the Arabic Word-Net or Arabic
dictionary. In the first approach, semantics of the query keywords are chosen according to an Arabic dictionary.
Expanding the query to include more or extra keywords will improve the performance of the retrieval model as it
presents more relevant documents to the user.

To illustrate the query expansion method, let Q be the set of queries entered separately from the user, where Q = {qu,
q2, g3,--..-qr}- Each query g has a set of m keywords. That is, q. = {ki, ko, ....km}, where ki is the query keywords
which represents the user needs and 1< i < m. By searching the dictionary for the meaning of each keyword, a list S
of n synonyms associated to the keyword k; may be found, i.e., Sxi = {Sii, Siz, Si3, ..., Sin}. Each list Sy contains the
number of synonyms associated to a keyword k; in the query and 1< i < m. This means that the number of
synonyms’ lists of a query g, equals the number of keywords in the initial use query. That is, S(q:) = {Ski, Sk,
..... Skm}, where S(q;) is the set of lists.

Figure 6 shows the associated synonyms of query keywords. From Figure 6, each query keyword ki has multiple
synonyms/meanings S;j where 1<1<m and 1< j < n. Moreover, it is not necessary for all query keywords to have the
same number of corresponding meanings. For this reason, we focus here on using only one meaning which is the
commonly used one. The chosen meaning is taken based on its strong relation with the keyword. That is, the number
of query keywords after expansion becomes the double of the original one. To illustrate that concept, some simple
examples are given in Table 3. The query expansion can extract the equivalent terms of query keywords from the
relation between the concepts or meanings such as:

JXa ‘(A_q)sle sg_u)S) (B ‘PL\AL) ‘(R;v\s M.t:\)))

ki k> ks Km
v
St Sa1 Sat Smi
Siz2 So Sz Sm2

Figure 6: Query Keywords and their Semantics

Table 3: User Query Expansion using Synonyms/Semantics

Initial Query Expanded Query

uial) de )y ) e)ﬁ\s&._\:\ﬂ\c:\é)éc:\.c\Jj

o S e agalall ¢ (1 S ¢ Cnadd capand
) ) el el i)

B. Query Expansion using Relevance Feedback

As mentioned above, query expansion aims to add extra terms or more information to clarify the user query. The
query expansion helps in matching more additional documents. In this paper, the second proposed approach
modifies and/or expands user query by adding some useful information from the pseudo/user relevance feedback. In
other words, the query is modified by selecting relevant textual keywords for expanding the query and weeding out

170



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

the non-related textual words. The idea is going to keep track of those terms that should be added to the query and
those should be eliminated.
The process of query expansion by the principle of user relevance feedback may be described as follows:

1) The original keywords of the user query, after doing the preprocessing operations, are matched against the
index terms. The retrieved documents are presented from the highest to lowest values depending on the
similarity values.

2) The retrieved documents should be analyzed to monitor and identify their terms' descriptors. This is
important to add those terms appeared in the relevant documents to the original user query and also to
eliminate those terms describing the retrieved irrelevant documents.

i) A maximum threshold value (max#) of documents similarities should be defined. This means that the
terms' descriptors for only those retrieved documents with similarity values > macy will be chosen to be
added to the original query keywords.

Let S, be the set that collects all relevant retrieved documents that satisfy the threshold condition max.

Sl = { dl, dz, .......... maxth} (6)

ii) A minimum threshold value (ming,) of documents similarities is defined. This means that the terms’
descriptors for only those retrieved documents with similarity values < ming will be eliminated from the
query. Let S, be the set that gathers all non-relevant retrieved documents and the ming, condition is satisfied

Sz={ d1, dz, .......... dy} (7)

3) The query can be expanded by adding the terms of the selected relevant documents from S; and also eliminating
those terms of the chosen irrelevant documents from S,. That is

T Edrﬂaf_ ;= Eﬁfﬂﬁ'g_ d}' ®)
5 SIMULATION RESULTS AND DISCUSSION

This section presents several experimental to evaluate the performance of the proposed approaches. To do so, the
adopted information retrieval model [2] and the proposed approaches are implemented and tested considering a
dataset in the agriculture field. The performance is evaluated using some measurable criteria such as precision,
recall, and F-measure.

A. Simulation Environment

The proposed approaches are implemented using JAVA programming language besides Lucene APIS, which is a
powerful searching library, using an HP-Labtop with a processor 2.5 GHZ, and Windows-7 operating systems. The
approaches are coded in JAVA and supported by the Apache software foundation.

B. Document Collection Dataset

To check the efficiency of the proposed approaches against the adopted information retrieval model [2], they are
operated and tested using a chosen document collection as a test-bed. The documents in the dataset are acquired
from different Arabic websites mainly http://www.kenanaonline.net/page/Agriculture and
http://www.zeraiah.net/index.php/baydar. The test-bed documents are in the agriculture field. It contains four
hundred documents. Each document has a document title and contents. Each document is represented by a set of
important terms, which were taken from the document title. Such terms are weighted and stored in an index (as
index terms) without any repetition. The index terms will be matched against the query keywords.

C. Performance Metrics

The performance is evaluated using some measurable criteria such as precision, recall, and F-measure. These criteria
are defined as follows [19-20].
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D) Experimental Results

Several experiments are done to test and monitor the performance of the adopted information retrieval model and the
proposed approaches. Four categories of quires are adopted with five different queries for each. The query
categories have one keyword, two keywords, three keywords, and four keywords respectively. The queries in
Figures 7, 8, 9, and 10 are independent. The queries in Figure 11 are related to each other, i.e., the keyword of
query#1 exists in query#2. The two keywords of query#2 exist in query#3 and the three keywords of query#3 exist
in query#4. This is also the case for other queries in Figures 12, and 13 respectively.

Adopted IR Adopted IR
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QueryNo. QueryNo.
Figure 7a: Precision for Adopted IR Figure 7b: Recall for Adopted IR
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Figure 7c: F-measure for Adopted IR Figure 7d: Precision-Recall for Adopted IR
‘ —e— Adopted IR —&—— With Semantics ‘ ‘ —&— Adopted IR —&—— With Semantics ‘
12 12
1 1
E 0.8 4 _ 0.8 1
E 0.6 E 0.6 1
0.4 0.4
0.2 \ 0.2 s v ” v
. B B .
o 5 10 15 20 25 0 5 10 15 20 25
QueryNo. QueryNo.

Figure 8a: Adopted IR and Keywords' Semantics Figure 8b: Adopted IR and Keywords' Semantics
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Figure 9a: Adopted IR and Relevance Feedback
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Figure 10a: Adopted IR, Sem, Rel, and Both

Figure 10b: Adopted IR, Sem, Rel, and Both
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Figure 11a: Precision for Related Queries
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Figure 12c: F-measure for Related Queries

Figure 13a: Precision for Related Queries
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Figure 13b: F-measure for Related Queries

Figure 13c: Precision for Related Queries
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From the experimental results, the values of precision, recall, and F-measure for each query are different from those
of the other queries either in the same query category or in other categories. This means that the concept type where
a query is asking for is significant and this is clear in all experiments. If the number of query keywords changes, the
values of precision, recall, and F-measure are also changing. This is clear in Figures 7, 8, 9, and 10 respectively. In
Figures 7, 8, 9, and 10, a query has one keyword for the first five queries, two keywords for the second five queries,
three keywords for the third five queries, and four keywords for the forth five queries respectively. This means that
the number of query keywords has a direct effect on the retrieval performance. If the precision value changes then
the recall and F-measure values are also changing. This happened in the majority of the test-bed queries. We don’t
have a guarantee to say that increasing values always appear in a linear or a nonlinear form.

The values of precision, recall, and F-measure for the adopted retrieval model with semantics are different from
those corresponding values without semantics. This means that the modified approach for the query expansion using
semantics of keywords has a positive effect. This is clear in all query categories in Figures 7 and 8 respectively.

A precision value; regardless the query concept and query keywords; is always increasing or in some cases remains
fixed compared to the adopted retrieval model without semantics. This is because the number of relevant retrieved
documents is increasing or sometimes remaining unchanged. The values of precision, recall, and F-measure are
better for the modified approach than those corresponding values of the adopted retrieval model without semantics.
This is clear in Figures 8a, 8b, and 8c respectively. The improvement in performance for the modified approach
using semantics of keywords ranges from 8% to 27% depending on the number of query keywords as well as the
query concept.

The values of precision, recall, and F-measure for the test-bed queries for the modified approach using relevance
feedback are better than their corresponding values of the model without modification. This is clear in Figures 9a,
9b, and 9c respectively. The improvement of performance is slightly better than that model without modification.
The values of precision, recall, and F-measure for the modified approach using both semantics of keywords and
relevance feedback are better than those without any modification. This is clear in Figures 10a, 10b, and 10c
respectively. The improvement values for the adopted experiments are ranging from 15% to 34% depending on the
query concept and query category. Moreover, the performance of the retrieval model is better modified using
keywords' semantics than that using only relevance feedback. In other words, combining both the relevance
feedback and semantics makes slightly change in precision, recall, and F-measure compared to that one using only
semantics of keywords. This is clear in Figures 10a, 10b, and 10c respectively. The improvement values are in the
range of 3% to 13%.

Moreover, three different experiments with four related queries per each are also implemented and run as shown in
Figures 11, 12, and 13 respectively. The experiments are tested and compared among the performance of the
adopted retrieval model and the two modified approaches for query expansion using semantics of keywords,
relevance feedback, and both. From the experimental results shown in Figures 11, 12, and 13 respectively, it is
shown that the values of precision, recall, and F-measure are better for the modified approaches than those
corresponding values of the adopted information retrieval without modification.

6 CONCLUDING REMARKS

In this research work, the most recent adopted information retrieval model was investigated and analyzed. In
addition, two new efficient approaches are developed to enhance the effectiveness of the recent model. The adopted
model is modified by expanding the queries using semantics of keywords and/or relevance feedback. The models are
implemented and tested using an Arabic document collection test-bed. From the practical results, the representation
and formulation of a user query plays an important role in the performance of the information retrieval model. The
query expansion increases the number of retrieved relevant documents. The obtained results showed that the values
of precision, recall, and F-measure for the two modified approaches are better than that without modification. The
query expansion using word semantics improve the performance by about 27% compared to the original model.
While, the query expansion using relevance feedback improve performance by about 14%. Finally, combining both
the semantics of keywords and query relevance feedback for expanding the user queries outperforms the adopted
retrieval model without modification. The hybrid query expansion using the two modifications improves the
performance by 15% to 35%.

175



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

REFERENCES

[1] Ghaith  AbdulSattar Alkubaisi, "Design and Implementation of Knowledge-Based System for Text Retrieval Based on Context
and User's Prior Knowledge" M.Sc. thesis, Department of Computer Science, Faculty of Information Technology, Middle East
University, Amman, 2013.

[2] Ahmed Abbache, Farid Meziane, Ghalem Belalem, and Fatma Bellredim, “Arabic Query Expansion using Word-Net and
Association Rules”, The International Journal of Intelligent Information Technologies, Vol. 12, No. 3, pp. 51-64, July-September
2016.

[3] Soner Kara, O"zg" ur Alan, Orkunt Sabuncu, Samet Akpmar, Nihan K. Cicekl and Ferda N. Alpaslan, “An Ontology-based
Retrieval System Using Semantic Indexing”, https://etd.lib.metu.edu.tr/upload/12612110/in dex. pdf., Downloaded in 2016.

[4] Emad Elabd, Eissa Alshai, and Hatem Abdulkader, “Semantic Boolean Arabic Information Retrieval”, The International Arab
Journal of Information Technology, Vol. 12, No. 3, pp. 311-316, May 2015.

[5] Eissa Mohammed Mohsen Alshari, "Semantic Arabic Information Retrieval Framework", M.Sc. Thesis, Information Systems
Department, Faculty of Computers and Information, Menoufiya University, 2014.

[6] Fatiha Boubekeur, and Wassila Azzoug, “Concept-Based Indexing in Text Information Retrieval”, The International Journal of
Computer Science and Information Technology (IJCSIT), Vol. 5, No. 1, pp. 119-136, Feb. 2013.

[7] Miriam Fernandez, Ivan Cantador, Vanesa Lopez, David Vallet, Pablo Castells, and Enrico Motta, “Semantically Enhanced
Information Retrieval: An Ontology-based Approach”, Downloaded in 2017 from http:/ /www.elsevier.com/ locate/websem.

[8] Komal Shivaji Mule, and Arti Waghmare, “Improved Indexing Technique For Information Retrieval Based On Ontological
Concepts”, The International Journal of Computer Applications (IJCA) and the National Conference on Advances in Computing
(NCACQ), pp. 5-20, 2015.

[9] Khaled Shaalan, Sinan Al-Shaikh, and Farhad Oroumchian, “Query Expansion Based on Similarity of Terms for Improving
Arabic Information Retrieval”, A Technical Report Presented to the University of Wollongong in Dubai, The 7% IFIP TC12
International Conference on Intelligent Information Processing, Springs, Heidelberg, pp. 167-176, 2012.

[10] Fausto Giunchiglia, Uladzimir Kharkevich, and Llya Zaihrayeu, “Concept Search", Downloaded in 2016 from the
http://eprints .biblio.unitn.it/1434/1/037.pdf.

[11] Djoesd Hiemstsa, “Information Retrieval Models”, Downloaded in 2016 from
http://wwwhome.cs.utwente.nl/~hiemstra/papers/IRModelsTutorial-draft.pdf.

[12] W. B. Croft, “Knowledge-based and Statistical Approaches to Text Retrieval”, The IEEE Expert, Vol. 8, No. 2, pp. 8-12,
1993.

[13] Amit Singhal, "Modern Information Retrieval: A  Brief Overview", Downloaded from in 2016 from
http://www.gib.fi.upm.es/sites/default/files/irmodeling.pdf.

[14] Jelita Asian, “Effective Techniques For Indonesian Text Retrieval”, Ph.D. Thesis, the School of Computer Science and
Information Technology, RMIT University, Melbourne, Victoria, March 2007.

[15] K. Tamsin Maxwell, “Term Selection in Information Retrieval”, Ph.D. Thesis, Institute for Communicating and Collaborative
Systems, University of Edinburgh, January 2014.

[16] Lilac Al-Safadi, Mai Al- Badrani, and Meshaal Al- Junidey, “Developing Ontology for Arabic Blogs Retrieval”, International
Journal of Computer Applications, Vol. 19, No. 4, pp. 41-46, April 2011.

[17] Jaffar Atwan, Mosnizah Mohd, and Ghassan Kanaan, “Enhanced Arabic Information Retrieval Light Stemming and Stop-
Words”, M-CAIT2013, CCIS378, Springer Verlag Berlin Heidelbeg, pp. 219-228, 2013.

[18] Jaffar Atwan, Mosnizah Mohd, Hasan rashadeh, and Ghassan Kanaan, “Semantically Enhanced Pseeudo Relvence Feedback
For Arabic Information Retrieval”, Journal of Information Science, Vol. 42, No. 2, pp. 246-260, 2016.

[19] Mohamed Wedyan, Basim Alhadidi, and Adnan Alrabea, “The Effect of Using an Arabic Information Retrieval System”,
International Journal of Computer Science Issues, Vol. 9, No. 6, pp. 431-435, November 2012.

[20] Waseem Alnomima, Ibrahim F. Moawad, Rania Elgohary and Mostafa Atef, “Ontology Based Query Expansion for Arabic
Text Retrieval”, International Journal of Advanced Computer Science and Applications, Vol. 7, No. 8, pp. 223-230, 2016.

[21] Cheng-Hui Huang, Jian Yin, and Dong Han, “An Improved Text Retrieval Algorithm Based on Suffix Tree Similarity
Measure”, Springer-Verlag Heidelberg, ICICA, 2010, pp. 150-157, 2010.

[22] Susan Dumais, Edward Cutrell, J. J. Cadiz, Gavin Jancke, Raman Sarin, and Daniel C. Robbins, “A System for Personal
Information Retrieval and Reuse”, SIGIR, Toronto, Canada, 2003.

[23] Mohamed A. Abdelhadi, Tirveedula Gopi Krishna, and Ghassan Kanann, “A New Developed Model for Arabic Information
Retrieval System Based on Knowledge Base System”, International Journal of Emerging Research in Management and
Technology, Vol. 2, No. 11, pp. 1-7, November 2013.

[24] Roi Blanco Gonzalez, “Index Compression for Information Retrieval System”, Ph.D. Thesis, University of A Corunna, 2008.

[25] Kolikipogu Ramakrishna and B. Padmaja Rani, “Study of Indexing Techniques to Improve the Performance of Information
Retrieval in Telguw Language”, The International Journal of Emerging Technology and Advanced Engineering, Vol. 3, No. 1, pp.
1-10, January 2013.

[26] Moon Soo Cha, So Yeon Kim, Jac Hee Ha, Min-June Lee, Young-June Choi, and Kyng Ah Sohn, “Topic Model Based
Approach for Improved Indexing Content based on Document Retrieval”, International Journal of Networked and Distributed
Computing, Vol. 4, No. 1, pp. 55-64, January 2016.

[27] Yang Wei, Jinmao Wei, Zhenglu Yang, and Yu Liu, “Joint Probability Consistent Relation Analysis For Document
Representation”, Springer International Publishing Switzer Land, LCNS 9642, pp. 517-532, 2016.

[28] Stefan Pohl, “Boolean and Ranked Information Retrieval For Biomedical Systematic Reviewing”, Ph.D. Thesis, Department
of Computer Science and Software Engineering, University of Melbourne, Victoria, Australia, Feb. 2012.

[29] Xiao Wei, Jun Zhang, Daniel DajunZeng, and Qing Li, “A Multi-Level Text Representation Model Within Background
Knowledge Based on Human Cognitive Process For Big Data Analysis”, Cluster Computing, Vol. 19, pp. 1475-1487, 2016.

[30] Yang Wei, Jinmao Wei, and Hengpeng Xu, “Context Vector Model for Document Representation: A Computational Study”,
Springer International Publishing Switzerland, NLPCC 2015, LNAI 9362, pp. 194-206, 2015.

176



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

[31] Leemon Baird, and Donald H. Kraft, “A New Approach for Boolean Query Processing in Text Information Retrieval”,
Downloaded From the Internet in 2017 From the Website http://leemon.com/papers/2007bk.pdf.

[32] S. Ruban, S. Behin Sam, Lenita Veleza Serrao, and Harshitha, “A Study and Analysis of Information Retrieval Models”,
International Journal of Innovative Research in Computer and Communication Engineering, Vol. 3, No. 7, pp.1-7, October 2015.

[33] Tareq Z. Ahram, “Information Retrieval Performance Enhancement Using the Average Standard Estimator and the Multi-
Criteria Decision Waited Set of Performance Measures”, Ph.D. Thesis, Department of Industrial Engineering and Management
Systems, College of Engineering and Computer Science, University of Central Florida Orlando, Florida, 2008.

[34] Simon Jonassen, and Svein Erik Bratsberg, “Improving the Performance of Pipelined Query Processing with Skipping—and
its  Comparison to Document Wise Partitioning”, Downloaded From the Internet in 2017 From the Website
https://link.springer.com/chapter/10.1007/978-3-642-35063-4_1.

[35] Balwinder Saini, Vikram Singh, and Satish Kumar, “Information Retrieval Models and Searching Methodologies: Survey”,
Downloaded in 2016 From the Website https://www.researchgate.net/ publication/274837522.

[36] Christopher D. Manning, Prabhakar Raghavan and Hinrich Schiitze, “An Introduction to Information Retrieval”’, Cambridge
University Press, 2009.

[37] Michael McCandless, Erik Hatcher, and Otis Gospodnetic, "Lucien in Action", The 2" Edition, 2005, Downloaded From the
Internet in 2017 From the Website http://www.apache.org/licenses/LICENSE-2.0

Biography:

Prof. Dr. Nawal El-Fishawy received the Ph.D degree in mobile communications, Faculty of Electronic Eng.,
Menoufia University, Menouf, Egypt, in collaboration with Southampton University in 1991. Now she is the head of
Computer Science and Engineering Dept., Faculty of Electronic Eng. Her re-search interest includes computer
communication networks with emphasis on protocol design, traffic modeling and performance evaluation of
broadband networks and multiple access control protocols for wireless communications systems and networks. Now
she directed her research interests to the developments of security over wireless communications networks (mobile
communications, WLAN, Bluetooth), VOIP, and encryption algorithms. She has served as a reviewer for many
national and international journals and conferences.

Prof. Dr. Mohamed Nour Elsayed is a professor of computer engineering at the Electronics Research Institute,
Cairo. He was graduated from the Computer Department at the Faculty of Engineering, Ain Shams University in
1980. He obtained his M.Sc. and Ph.D. in 1987 and 1993 respectively. He taught more than twenty-years ago at the
American University in Cairo (AUC) as a part-time instructor. He taught also five years ago at Princess Nourah
University (Former Riyadh University), Riyadh, KSA. He was the head of the Department of Research Informatics
as well as the Vice-President of the Electronics Research Institute, Cairo. He is an IEEE member and a reviewer of
some national and international computer journals. The areas of his interest include; but not limited to; high
performance computing, computational linguistics, and artificial intelligence applications. Dr.Gamal M. ATTIYA
graduated in 1993 and obtained his M.Sc. degree in computer science and engineering from Menoufia University,
Egypt, in 1999. He received PhD degree in computer engineering from University of Marne-La-Vallée, Paris-
France, in 2004. He is currently associate professor at Computer Science and Engineering department, Faculty of
Electronic Engineering, Menoufia University, Egypt. His main research interests include distributed computing,
allocation and scheduling, cloud computing, Big Data analysis, computer networks and protocols.

Dr. Maha Saad Tolba is a lecturer of Computer Engineering at the Faculty of Electronic Engineering, Menofia
University. She was graduated from the Department of Computer Science and Engineering, Faculty of Electronic
Engineering, Menoufia University in 1997. She obtained her M.Sc. and Ph.D. in 2006 and 2011 respectively. The
areas of her interest include; but not limited to; computer networks, information security, and information
technology.

Eng. Ayat Elnahaas is a research assistant at the Department of Research Informatics, Electronics Research
Institute, Cairo. She was graduated from the Faculty of Electronic Engineering, Menofia University in 2013.
Currently; she is working in her M.Sc. in the area of Arabic text processing. The research areas of her interest are:
computational linguistics, and information technology.

177



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

padi e lalaie ) 4 jal) e slaall o la il 3 gad Jaddi g ool Jla

2ol Lew ke Jlan ¢ 53 dana 25 gLl J1 g5 P Guladl) il
iy STV g e ol sleal) g
Lopel puae dy ) span -5 0l
leng_ayatelnahas@yahoo.com; Imnour@eri.sci.eg
Lty HSIY) ki) LIS - sl o sl 5 it pnst
Loall jao 4y ) span -4 piall dnals -Cigio
2nelfishawy@hotmail.com; 2gamal.attiya@yahoo.com; 2maha_saad_tolba@yahoo.com

1l padlal)

) Jaall 138 Gangy ardiiall jladind cile ) (b8 (Al g Aslial) (a peaill 5 G366l alag) () Sl glaall pla jind dilee Caags
i (Bl sl paand Jie g sail) N Aulu) pualiall (e i @l Ges laslaal) gl inY z3laill aal Gisis Jdas )
) Agmpdal) el 8 dalgd) clalll aad o Ay ed) ARl o) Glhie (e 3laliaall Jee 1385 s jedll Jeo caadiuall il
u'aa_.i aﬂL\A u\ﬁ Aﬂh é&:} ‘e)\:ﬁij ?3 d.ﬂ\\ CJ}A.\M Aﬂh ;\.ﬂ th‘i :\:\4)’1\ LB"L‘JH UA a.c}m r‘.\\.la:\.m\ V""‘ 8 4\_1\3 ‘(de\ L€_| d.nlaj:a
(i ol o) Addy JS Gl 1 pualiall aae addiiead) jledinl Al ClalSh) g slaliaall ddae Jagastl W 5) ja) sl Cililaal)
sasaill gla il lee (3 Si5Y Sl QLK) aledu) «Tokens SlelS ) (o 2l pail) 4 5a8 dlee sbleal) &l el g
S AL ol g 33l N Cial e Wy 2 3y Stemming 4w el Al Jual syl 155 (Removal of Stopwords 4 sl
A

D) i Ao Gl g s 138 B30T (a5 3eliS 5y 35 8 A ) andiusall 23 gaill Jpanil an\‘)ﬁj:\...b.ﬂ Jaall 138 adipes
@ty;ll Slaall e aaiat 3 GlalS ddlia) A e @l g pasiall JL:»é:my Al Gl pady o 68y J Y C}mu PRESNA|
as4s .Semantics Gl @l dlaa Ao Joaall el (e seldlly D) 3ah e (Adiiwd\ Dlusiny dla) sl
Ll Al das il o paill Ganad Laliadl) Alall Gl gany Ailialy axdiiad) jludiv o4 Al Gl paady SE - i)
G Y G A il G geaill s dalias Gl sl abainly 7 il 138 8 68 Load 5 ¢ Lal) 3 jludinl ae 48) gie ariiul)
.Relevance Feedback e (3l Le 138 5 caadiniall g

an sl g 138 Wila Lagal) Hliall Cpabiaadl) day g Jo8 dandl g o Jlidl g ASnlad sl Cilaglaal) o la jinl Z3sad U 208 Ll L)
by Cimile 5l F (sbiie s cpla jiuY) sale) 8l e Jia ulaall (e dae A (e adde (5 a3 Bbaeill 5 23 saillelal
.Precision, Recall, and F-measure

Laal 1385 3 il e LS alagiad d jad) Gl Jual J seasdl ddee Lpanl A W5l a) 5 i) Colal) il iy 13
(9627 () s A Hall dig A Lol 73 gaill ool (e Juadl J5Y) Jaamil) aladinly g3 gl elal yiiay s seaiall £ #3 sa
O 58 Ln 45 JLEY) paat Leas lea¥l) o sailly L 4 e () paal 223l %614 olble () Omntl A i s Lty

A CLSH YA el it ldind 30a5 ¢t il daial z3 et el el i all G sAdAl clalsl)
i) 4130 230

178



The Seventeenth Conference on Language Engineering 6-7 Dec. 2017 ESOLEC2017

daa il 3 pinad) dlsa S Glacad) g
Jsmll e ina slaud

Lo gial) Lealan ccalo¥) LIS (s yil) Aill) arsds 20 Liso o yo

gmasmaa@yahoo . com

;o pasilal

sani gl Alaall & B Alaal) b aall ssaall Jalad) g Ghoad) o i daa il die nal) ALua b aadl g8 cagl) 13 b Jglitia
Gleall 3 Yol L AED Gl s sl Ghdl ; ARNAA Glad) £1 58 gl 138 B (Gt higen LB (Ml o glase LBl g A
AlS Gl g g aladl Gail) ol Alaad) B Jiahy Gl 138 ¢ g LBl JR13 Laa g2 g ) Laling 22y Y AN Slaal) Glany dlia of o 2 o g
A JAE Bl 13a g s LD Glad) ;WG Slaad) Gl A platy calaal) rally (Uadl) rally o ) & Gdall ce ssall 3
ila g gl ARl jeki B aalud S Bapan BN gy (GUEIANI S o il g cgashiills o all A aall Aluanl) Lgda B2 Jalge
o Bl A il diles Lgale o g Al dpangrlal) dany K1 cilaa A 038 Jilieas (311 g AN o o) B 2AL Of aa il o g AT

T 5l Al s G gau

s 2l can siall A jmal) Alean) o J3AM) o fidial) ¢ B (Glonad) ¢ s ghdl) Glaead) : Lualidall colall

» L il LU asitalf

Cette  recherche porte sur DPétude du 16le du contexte dans le processus de traduction.
Nous traiterons le contexte d’aprés deux échelles : le contexte linguistique et le contexte culturel. Premiérement, le contexte
linguistique dont 1’objectif est de réaliser une cohérence conformément a des éléments intertextuels ou plus précisément trouver
des correspondances a posteriori. Nous étudions, a ce sujet, la polysémie, le contresens, le faux-sens, le glissement sémantique.
Deuxiemement, le contexte culturel qui consiste a dégager le sens conformément a des éléments intertextuels et paratextuels.

Nous étalerons, a cet égard, le bagage cognitif du traducteur, 1’adaptation, I’étymologie et 1’arabisation.
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Ex2 : «Vous le voyez, Heminie, — dit mademoiselle de Beaumesnil, —combien il y a de raisons pour que
nous nous aimions». SUE (Eugéne), L’Orgueil, p. 83.
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Ex3 : «Vous avez raison, Ernestine». SUE (Eugene), L’Orgueil, p. 120.
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Ex4 : «— Soit, madame, je vous accorde jusqu’a demain midi ; je viendrai savoir votre réponse. . . et si elle est conforme
alaraison. .. a la véritable affection maternelle. .. je vous devancerai de quelques instants chez Herminie, afin de me trouver
chez elle alors de votre arrivéey. SUE (Eugéne), L’Orgueil, p. 130.
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Ex1 : «(...), il était venu passer un semestre a Paris». SUE (Eugéne), L’Orgueil, p. 4.
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Ex1 : «C’est que je me défie de D’Artagnan. Il n’est pas a Fontainebleau comme vous 1’avez pu remarquer, et
d’Artagnan n’est jamais absent ou oisif impunément. Aussi maintenant que mes affaires sont faites, je vais tacher de savoir

quelles sont les affaires que fait d’ Artagnan». DUMAS, Vicomte de Bragelonne I, p. 5.
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Ex1 : «- Moliére.

- Ah ! oui, Moli¢re, Moli¢re». DUMAS, Vicomte de Bragelonne II, p. 489.
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Ex2 : «La polka terminée, Herminie, qui tenait le piano depuis le commencement de la soirée, fut

entourée, (...), et surtout invitée pour une foule de contredanses». SUE (Eugéne), L’Orgueil, p. 80.
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Ex1 : «Fasse le ciel qu’elle me pardonne». SUE (Eugéne), L’Orgueil, p. 136.
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Ex2 : «- Un duel... avec vous ? - s’écria M. de Mornand qui, dans le premier emportement de la colére,
avait oublié la position exceptionnelle du bossu, et qui seulement alors songeait a tout ce qu’il pouvait y avoir de

ridicule pour lui dans une pareille rencontre, aussi reprit-t-il : - Un duel avec vous, monsieur ? Mais...». SUE

(Eugéne), L’Orgueil, p. 14.
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Ex1 : «M. de Maillefort et la jeune fille étaient depuis quelque temps en voiture, lorsque, un instant arrétée

par un embarras de charrettes». SUE (Eugéne), L’Orgueil, p. 137.
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Ex2 : «A peine la premiére voiture était-elle sortie de la cour, qu’une trés belle berline, largement

armoriée, y entra». SUE (Eugene), L’Orgueil, p. 150.
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Ex3: «Et M. de Maillefort rapprocha son fauteuil du canapé ou la baronne était assise». SUE (Eugene),
L’Orgueil, p. 48.
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[1] Les exemples de cette recherche sont des extraits des «I’Orgueil» de Eugene Sue et «Le Vicomte de Bragelonne» de

Alexandre DUMAS et leur traduction vers I’arabe dans la deuxiéme moitié de 19®™e siécle.

[2] «Expéditionnaire : zUi «anen, Dictionnaire francais-arabe, Joseph J. Habeiche, 2¢me édition, éditeur J.C.
Lagoudakis, Alexandrie, 1896, P. 286. Et «Expéditionnaire : commis, copiste g5 il c5lSy, Dictionnaire francais-

arabe, P. ]—B. Belot S. J., 4éme édition revue et corrigée, seconde partie, imprimerie catholique, 1913, P. 482.
3860 1953 ¢l Aalal ¢ il 5 dan il 5 Calill dind dnsdaa Ly pcrall LME g hleld) (pu pald o(20n]) (el [3]
[4] ALMANHAL, dictionnaire frangais-arabe, Dr. Souheil Idris, Dar El-Adab, Beyrouth, Liban, 2006, p. 850.
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Abstract: This research is concerned with the study of the role of context in the translation process. It handles context according
to two scales: the linguistic context and the cultural context. In the first place, the objective of the linguistic context is to realize
coherence according to intertextual elements or more exactly to find a posteriori correspondences. In this regard, the study
examines polysemy, contradiction and semantic nuances. Secondly, the cultural context consists of examining the sense
according to intertextual and paratextual elements. In this respect, the study explores the cognitive reporting of the translator,
adaptation, derivation, neologism and coined expressions and arabization. The readership or audience of a translation should
always be taken into account. Examples of these concepts and strategies are provided.

Keywords: the linguistic context, the cultural context, the cognitive repertoire of the translator, the polysemy and the arabization
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